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1. INTRODUCTION

First I would like to congratulate you on choosing the Open Study Guides as your sources of information to help you quickly master the content of the 10 domains of expertise.

 
The study booklets are based directly on the ISC2 CBK document.   This document does not take precedence over the information that is provided by ISC2.   We will attempt to keep this document in synch with the CBK, however ISC2 will always be your main point of reference for the latest info on the requirements needed before attempting certification as a CISSP.  You can visit the ISC2 web site at the following address: http://www.isc2.org 


This document was produced by a consensus of security experts and students from the CISSP Open Study Guide (OSG) web site.  If you like this document, we invite you to contribute by visiting the CISSP OSG at http://www.cccure.org
1.1 Look and Feel

The study guide has been very simply formatted using Microsoft Word.  My philosophy is that “Content should have precedence over beautifying”, once the content is finalized, we can then look at finding people to improve the look and feel of the document.

1.2 Give and Take

I cannot stress this point enough.  If you liked this guide and it’s content, and if it helped you saved valuable time by allowing you to focus on the important material that must be covered for the exam, please do take a bit of your time to give something back to other members of the site; you do not need to be the world greatest security expert.  Any contribution (web links, typo correction, sample questions, etc…) is important and will help to improve these guides and the site as a whole.

WARNING:

This guide does not replace in any way the outstanding value of the ISC2 CISSP CBK Seminar, nor the fact that you must have been directly involved in the security field or one of the 10 domains of expertise for at least 3 years if you intend to take the CISSP exam.  This booklet simply intends to make your life easier and to provide you with a centralized and compiled list of resources for this particular domain of expertise.  Instead of a list of headings, we will attempt to give you the headings along with the information to supplement the headings.

SECOND WARNING:

As with any security related topic, this is a living document that will and must evolve as other people read it and technology evolves.  Please feel free to send comments and input to be added to this document. Any comments, typo correction, etc… are most welcome and can be sent directly to the domain leader listed on the first page of this document, or you can visit http://www.cccure.org and submit your feedback directly on the web site.

This is NOT a document sponsored by the authors, contributors, or the organizations that these people belong to, nor is it to be interpreted as a representation of the “Domain Leader” company operating practices.

2. DISTRIBUTION AGREEMENT

This document is based on standards, online information, professional experience, books, and a consensus of experts that took part in the development of this guide.  Whenever possible the source of information will be mentioned.

This document may be freely read, stored, reproduced, disseminated, translated or quoted by any means and on any medium provided the following conditions are met:

· Every reader or user of this document acknowledges that he is aware that no guarantee is given regarding its contents, specifically concerning veracity, accuracy and fitness for any purpose. Do not blame me if some of the exam questions are not covered or the correct answer is different from the content of this document.

· No modification is made other than cosmetic, change of representation format, translation, correction of obvious syntactic errors.

· Comments and other additions may be inserted, provided they clearly appear as such. Comments and additions must be dated and their author(s) identifiable. Please forward your comments for insertion into the original document to the domain leader listed on page 1 or submit them directly on the CISSP OSG web site at http://www.cccure.org 

· Redistributing this document to a third party requires simultaneous redistribution of this license, without modification, and in particular without any further condition or restriction, expressed or implied, related or not to this redistribution.  In particular, in the case of inclusion in a database or collection, the owner or the manager of the database or the collection renounces any rights related to its inclusion and concerning the possible uses of the document after extraction from the database or the collection, whether alone or in relation with other documents.

TIP:

Remember while taking your exam, you must look for the most correct answer and people always come first.    

3. CONTRIBUTORS

The following members of the CISSP Open Study Guide web site have contributed to this study guide by either being active within the forums, providing documents, providing references, or any other help that allowed us to produce this guide.

Listed in alphabetical order of Nickname:

Brad

Brad Standfield
Norfolk Naval Shipyard
www.navy.mil 

Oberon
Fred Budd

Williams Communications
www.wilcom.com 

Idrach

Matthew Pemble
IS Integration Ltd

www.isintegration.com 

Crone

Karon Kyckelhahn
Teligent, Inc
 

www.teligent.com 

Nancy

Nancy Riggins
Lucent Technologies

www.lucent.com 


Oberon
Fred Budd

Williams Communication
www.wilcom.com
Popoute
Clément Dupuis
CGI Consulting

www.cgi.ca 

Poscribes
David Evans

Infosec Library

www.infosec.8m.com 
Rino

Rino Granito

CGI Consulting

www.itinfosec.com 

Skully

Mike Cowen        
Dow Chemical           

www.dow.com 

Skottikus
Scott Wilson

DND



www.dnd.ca 

If I do forget anyone in the above list, please do not feel left out.   Send me an email and I will immediately correct the list to give you the credit that you deserved.

**** SPECIAL MENTION ****

I would like to extend a special thanks to my wife Nathalie who has been helping me out in the maintenance and running of CCCure.Org.   It is amazing that she still has the energy to back me up and second me in my quest of spreading the security knowledge with 4 young girls below the age of 4 in the house.   

4. DOMAIN DESCRIPTION

Access control is the collection of mechanisms that permits managers of a system to exercise a directing or restraining influence over the behavior, use, and content of a system. It permits management to specify what users can do, which resources they can access, and what operations they can perform on a system. 

The CISSP students should fully understand access control concepts, methodologies, and implementation within centralized and decentralized environments across the entire Enterprise. Access control techniques, detection and corrective measures should be studied to understand the potential risks, vulnerabilities, and exposures.

5. EXPECTED KNOWLEDGE AREAS

· Accountability

· Access Control Techniques

· Discretionary Access Control

· Mandatory Access Control

· Lattice Based Access Control

· Rule-Based Access Control

· Role-Based Access Control

· Access Control Lists

· Access Control Administration

· Account Administration

· Account, Log, and Journal Monitoring

· Access Rights and Permissions

· Establishment (authorization)

· File and Data Owners, Custodians, and Users

· Principle of least Privilege

· Segregation of Duties and Responsibilities

· Maintenance

· Revocation

· Access Control Models

· Bell-LaPadula

· Biba

· Clark and Wilson

· Non-Interference Model

· State Machine Model

· Access Matrix Model

· Information Flow Model

· Identification and Authentication Techniques

· Knowledge-based passwords, Personal Identification Numbers (PINs), phrases

· Passwords

· Selection

· Management

· Control

· Characteristic-based (biometrics, behaviour)

· Tokens

· Tickets

· One-time Passwords

· Token-based (smart card, key card)

· Administrative

· Single Sign-On (SSO)

· Access Control Methodologies and Implementation

· Centralized/Remote Authentication Access Controls
· RADIUS

· TACACS

· Decentralized Access Control

· Domains

· Trust

· File and Data Ownership and Custodianship

· Method of attacks

· Brute force

· Denial of Service

· Dictionary

· Spoofing

· Man-in-the-middle attacks

· Spamming

· Sniffers

· Crackers

· Monitoring

· Intrusion Detection

· Type of intrusions

· Intrusion prevention (Identification, authentication)

· Intrusion Detection (data extraction, sampling, recognition, traffic)

· Attack signature identification

· Intrusion reactive response

· Anomaly identification

· Intrusion Response

· Alarms

· Signals

· Audit Trails

· Violation Reports

· Corrections

· Penetration testing

6. THE MEAT

Under this section you will find answers to most of the areas that you are required to know as a security professional.   This guide only touches the surface and at times will point you to references to further enhance or develop your knowledge.

6.1 Describe the principle of accountability

The principle of accountability has been described in many references; it is a principle by which specific action can be traced back to an individual.   As mentioned by Idrach, any significant action should be traceable to a specific user.  The definition of “Significant” is entirely dependant on your business circumstances and risk management model.   It was also mentioned by Rino that tracing the actions of a specific user is fine but we must also be able to ascertain that this specific user was responsible for the uninitiated action.  

The Merged Glossary has many definitions:

· Means of linking individuals to their interactions with an IT product, thereby supporting identification of and recovery from unexpected or unavoidable failures of the control objectives. [FC v.1] 

· The property that responsibility for events can be determined. [CC 0.9] 

· The quality or state that enables actions on an ADP system to be traced to individuals who may then be held responsible. These actions include violations and attempted violations of the security policy, as well as allowed actions. [TNI] 

· The property that enables activities on a system to be traced to individuals who may then be held responsible for their actions. [NCSC TG-004] 

The Canadian Medical association defines accountability as follows:

· Having clearly defined and understood responsibilities in connection with health information, agreeing to accept those responsibilities and being subject to appropriate sanctions for failing to fulfill the accepted responsibilities.
http://www.cma.ca/inside/policybase/1998/09-16.htm#sectiona 
6.2 Access Control

Access is the ability to do something with a computer resource (e.g., use, change, or view).  Access control is the means by which the ability is explicitly enabled or restricted in some way (Usually through physical and system-based controls).  Computer-based access controls can prescribe not only who or what process may have access to a specific system resource, but also the type of access that is permitted.  These controls may be implemented in the computer system or in external devices.

6.2.1 Access Control Categories

There are several different categories of access control.  The main categories are:

· Physical Access Control

· Administrative Access Control

· Logical Access Control

· Data Access Control

Access control is a bit like the four legs of a chair.  Each of the legs must be equal or else an imbalance will be created.  If you have very strict Physical Access controls but very poor Logical Access Controls then you may not succeed in securing your environment.

6.2.2 Types of Controls

There are different types of access control.  Access controls can be categorized as follows:

· Preventive  (in order to avoid occurrence)

· Detective (in order to detect or identify occurrences)

· Deterrent (in order to discourage occurrences)

· Corrective (In order to correct or restore controls)

· Recovery (in order to restore resources, capabilities, or losses)

As an example, Preventive Physical Security Controls would use the following: fences, security guards, badge systems, double door systems, lock and keys, and biometric access controls.


Detective Physical Controls would use the following: motion detectors, closed circuit TV, sensors, and alarms.

Preventive Technical Controls are the technical ways of restricting who or what can access system resources and what type of access is permitted.  Its purpose is to protect the OS and other systems from unauthorized modification or manipulation.    It is usually built into an operating system, or it can be a part of an application or program, or an add-on security package, or special components to regulate communication between computers. It also protects the integrity and availability by limiting the number of users and/or processes.   These controls also protect confidential information from being disclosed to unauthorized persons.

By technical controls we mean some or all of the following:

· Access Control software

· Antivirus Software

· Passwords

· Smart Cards

· Encryption

· Call-back systems

· Two factor authentication

Detective Technical Controls warn of technical Access Control violations.  Under this category you would find the following:

· Audit trails

· Violation reports

· Intrusion detection system

· Honeypot

The Handbook of Information System Management by Hal Tipton and Micki Krause, Consulting Editors, ISBN: 0849399475, has a very good chart that summarizes the Physical, Technical, Administrative controls and their sub-categories.   Below are the 2 charts extracted from the book:

	PHYSICAL CONTROLS

Preventive

· Backup files and documentation

· Fences

· Security guards

· Badge systems

· Locks and keys

· Backup Power

· Biometric access controls

· Site selection

· Fire extinguishers

Detective

· Motion detectors

· Smoke and fire detectors

· Closed circuit TV monitoring

· Sensors and alarms


	ADMINISTRATIVE CONTROLS

Preventive

· Security awareness and training

· Separation of duties

· Hiring procedures

· Termination of employee policy

· Security Policies and procedures

· Supervision

· Disaster recovery and contingency plan

· User Registration for computer access

Detective

· Security reviews and audits
· Performance Evaluation
· Required vacations 
· Background Investigation
· Rotation of duties


	TECHNICAL CONTROLS

Preventive

· Access control Software

· Antivirus software

· Library control systems

· Passwords

· Smart cards

· Encryption

· Dial up access control and callback systems

Detective
· Audit trails

· Intrusion detection expert systems




6.3 Mandatory Access Control (MAC)

As the name implies, the Mandatory Access Control defines an imposed access control level.

MAC is defined as follows in the Handbook of Information Security Management: 

With mandatory controls, only administrators and not owners of resources may make decisions that bear on or derive from policy. Only an administrator may change the category of a resource, and no one may grant a right of access that is explicitly forbidden in the access control policy.
It is important to note that mandatory controls are prohibitive (i.e., all that is not expressly permitted is forbidden), not permissive. Only within that context do discretionary controls operate, prohibiting still more access with the same exclusionary principle.

In this type of control system decisions are based on privilege (clearance) of subject (user) and sensitivity (classification) of object (file).    It requires labelling. 

6.4 Discretionary Access Control

DAC is defined as follows in the Handbook of Information Security Management:

Access controls that are not based on the policy are characterized as discretionary controls by the U.S. government and as need-to-know controls by other organizations. The latter term connotes least privilege — those who may read an item of data are precisely those whose tasks entail the need.

Discretionary access controls can extend beyond limiting which subjects can gain what type of access to which objects. Administrators can limit access to certain times of day or days of the week. Typically, the period during which access would be permitted is 9 a.m. to 5 p.m. Monday through Friday. Such a limitation is designed to ensure that access takes place only when supervisory personnel are present, to discourage unauthorized use of data. Further, subjects’ rights to access might be suspended when they are on vacation or leave of absence. When subjects leave an organization altogether, their rights must be terminated rather than merely suspended.

Under this type of control, the owner determines who has access and what privilege they have.

6.5 Lattice Based Access Control

First thanks to Proscribes for this link to a very nice paper on Lattice Based Access control located at:  http://citeseer.nj.nec.com/87719.html 

The Lattice Based Access Control model was developed to deal mainly with information flow in computer systems.  Information flow is clearly central to confidentiality but to some extent it also applies to integrity.   The basic work in this area was done around 1970 and was driven mostly by the defense sector.   Information flow in computer systems is concerned with flow from one security class (also called security label) to another.  These controls are applied to objects.   An object is a container of information, and an object can be a directory or file.     

In summary, this is a model that deals with confidentiality and to limited extent integrity.

For more info, please read the reference above.

6.6 Rule-Based Access Control

This section needs some input.  I had difficulties in finding Rule Based Access Control information.  If you have any info I would appreciate it if you would forward it to cdupuis@cccure.org

Rule based access control is based on a specific profile for each user.  Information can be easily changed for only one user but this scheme may become a burden in a very large environment.

A rule-based access control unit will intercept every request to the server and compare the source specific access conditions with the rights of the user in order to make an access decision.  A good example could be a firewall.  Here a set of rules defined by the network administrator is recorded in a file. Every time a connection is attempted (incoming or outgoing), the firewall software checks the rules file to see if the connection is allowed. If it is not, the firewall closes the connection. 

The RFC 2828 – Internet Security Glossary talks about Rule Based Security Policy:

A security policy based on global rules imposed for all users. These rules usually rely on comparison of the sensitivity of the resource being accessed and the possession of corresponding attributes of users, a group of users, or entities acting on behalf of users.
6.7 Role-Based Access Control

NIST has a nice paper on RBAC at http://csrc.nist.gov/rbac 
Role based access control (RBAC) is a technology that is attracting increasing attention, particularly for commercial applications, because of its potential for reducing the complexity and cost of security administration in large networked applications. 

Role based access control (RBAC) is an alternative to traditional discretionary (DAC) and mandatory access control (MAC) policies. The principle motivation behind RBAC is the desire to specify and enforce enterprise-specific security policies in a way that maps naturally to an organization's structure. Traditionally, managing security has required mapping an organization's security policy to a relatively low-level set of controls, typically access control lists. 

With role-based access control, access decisions are based on the roles that individual users have as part of an organization.  Users take on assigned roles (such as doctor, nurse, teller, manager).  The process of defining roles should be based on a thorough analysis of how an organization operates and should include input from a wide spectrum of users in an organization.

Access rights are grouped by role name, and the use of resources is restricted to individuals authorized to assume the associated role.  For example, within a hospital system the role of doctor can include operations to perform diagnosis, prescribe medication, and order laboratory tests; and the role of researcher can be limited to gathering anonymous clinical information for studies.

The use of roles to control access can be an effective means for developing and enforcing enterprise-specific security policies, and for streamlining the security management process.

With RBAC, security is managed at a level that corresponds closely to the organization's structure. Each user is assigned one or more roles, and each role is assigned one or more privileges that are permitted to users in that role. Roles can be hierarchical. For example, some roles in a hospital may be health care provider, nurse, and doctor. The doctor role may include all privileges available to the nurse role, which in turn includes all the privileges available to the health care provider role. Security administration with RBAC consists of determining the operations that must be executed by persons in particular jobs, and assigning employees to the proper roles.  Complexities introduced by mutually exclusive roles or the RBAC software handles role hierarchies, making security administration easier. 

I think that Idrach has provided a clear definition of what RBAC is in this example:

Users with similar or identical jobs are pooled into logical groups for the purposes of controlling access and access is provided according to business requirements. This is often contrasted to "Rank-based access control" - unfortunately not a mythical scheme. Example - a junior administrator may need to access your payroll details. If not in your line management tree, the marketing director / VP has no business need for that information. The system administrator needs to be able to fix problems with your email account. That may involve them being able to read your email. The Corporate Security Officer should not be able to read your email.

6.8 Access Control Lists

Idrach has once again nailed the definition of ACL right on the head:  A method of coordinating access to resources based on the listing of permitted (or denied) users, network addresses or groups for each resource.

List of subjects authorized access to some objects.

Here is the formal definition according to Telecom Glossary 2k that you can peruse at the following address:  http://www.its.bldrdoc.gov/projects/t1glossary2000/ 

In security, a list of entities, together with their access rights, that are authorized to access a resource. [A] Mechanism implementing discretionary and/or mandatory access control between subjects and objects. [INFOSEC-99]

6.9 Other Access Control Methods

In this section I am presenting other types of Access Control Methods that are not on the CBK but that may be interesting to look at for Security professionals that wish to learn more about what is available.   All readers are encouraged to send me information on other methods that they have seen or used that are not listed here.

6.9.1 LOMAC 

LOMAC is a security enhancement for Linux that uses Low Water-Mark Mandatory Access Control to protect the integrity of processes and data from viruses, Trojan horses, malicious remote users and compromised root daemons. LOMAC is implemented as a loadable kernel module - no kernel recompilations or changes to existing applications are required. Although not all the planned features are currently implemented, it presently provides sufficient protection to thwart script-kiddies, and is stable enough for everyday use. 

A white paper about Low Water-Mark Mandatory Access Control can be found at:

ftp://ftp.tislabs.com/pub/lomac/lomac-sp00.pdf 

ADDITIONAL INFORMATION

The tool can be downloaded from: http://www.pgp.com/research/nailabs/secure-execution/lomac.asp 

6.9.2 FLASK

Flask is an operating system security architecture that provides flexible support for security policies. The architecture was prototyped in the Fluke research operating system. Several of the Flask interfaces and components were then ported from the Fluke prototype to the OSKit. The Flask architecture is now being implemented in the Linux operating system (Security-Enhanced Linux) to transfer the technology to a larger developer and user community.

The components, which enforce security policy decisions, are referred to as Object Managers.  The components that provide security decisions to the object manager are referred to as security servers.  The decision-making subsystem may include other components such as administrative interfaces and policy databases, but the interfaces among these components are policy-dependent and are therefore not addressed by the architecture.
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A thorough paper can be found at:  http://www.cs.utah.edu/flux/papers/micro/node7.html 

More details can be found at:  http://www.cs.utah.edu/flux/fluke/html/flask.html 

6.10 Access Control Administration
Under this section you will find information about the administrative side of access control.  It will tell you how access is set up, under which authority, what type of maintenance must be performed, etc.

6.10.1 Account Administration

In many organizations accounts are created and then nobody ever touches those accounts again.  This is a very poor security practice.  Accounts should be monitored regularly, you should look at unused accounts and you should have a procedure in place to ensure that departing employees have their rights revoke prior to leaving the company. You should also have a procedure in place to verify password strength or to ensure that there are no accounts without passwords.

6.10.2 Account (points to consider) 
The following points should be considered when creating and managing accounts:

· Each user shall be assigned a unique identifier or user identification.

· Access to the superuser or root account on a server must be limited to only the system administrators that must absolutely have this level of access.  Use of programs such as SUDO is recommended to give limited and controlled root access to administrators that have a need for such access.

· The root account must be the only account with a user ID of 0 (zero) that has open access to the UNIX shell.

· It must not be possible for root to sign on directly except at the system console.  All other access to the root account must be via the ‘su’ command.

· Users must be authenticated before the system grants them access.

· Users are responsible for all activities performed with their personal user ID.

· A record of user logins with time and date stamps must be kept.

· User accounts shall be disabled and data kept for a specified period of time as soon as employment is terminated.

· All users must log on to gain network access.

· Each user assigned directory (home directory) is not to be shared with others.

· If the computer system being used or to which a user is connected contains sensitive or confidential information, users must not leave their computer, terminal, or workstation without first logging off.  Users should be reminded frequently to follow this rule.

· If the computer, terminal, or workstation being used is connected to a network, users must lock their terminal, computer, or workstation or log off before leaving it unattended. Users should be reminded frequently to follow this rule.

6.10.3 Account, Log, and Journal Monitoring

Security is a continuous process; as such you must closely monitor your systems on a regular basis.  Log files are usually a good way to find an indication of abnormal activities.  However some care must be exercise as to what will be logged and how the logs are protected.    Having corrupted logs is about as good as not having logs at all.

Logging

Logging is the activity that consists of collecting information that will be used for monitoring and auditing.  Detailed logs combined with active monitoring allow detection of security issues before they negatively affect your systems.

6.2.1
Logging Schedule

Usually logging is done 24 hours per day, 7 days per week, on all available systems and services except during the maintenance window where some of the systems and services may not be available while maintenance is being performed. 

6.2.2
Requirements

The following pre-requisite must be meet to ensure dependable and secure logging:

· All computers must have their clock synchronized to a central timeserver to ensure accurate time on events being logged.

· If possible all logs should be centralized for easy analysis and also to help detect patterns of abuse across servers.

· Logging information traveling on the network must be encrypted if possible.

· Log files are stored and protected on a machine that has a hardened shell.

· Log files must not be modifiable without a trace or record of such modification.

· The system administrator actions, events, modifications, and changes must be logged.

· All production applications must generate a log that shows every addition, modification, and deletion of information.

· All production applications must keep logs of users activities and statistics related to those activities.

· All security relevant events must be logged.

· Logs must provide sufficient data to support comprehensive audits of the effectiveness of, and compliance with security policies.

· All commands issued by users must be traceable to specific individuals via the use of comprehensive logs.

6.2.3
Use and storage of logs

All logs collected are used in the active and passive monitoring process.

All logs are kept on archive for a period of time.  This period of time will be determined by your company policies.  This allows the use of logs for regular and annual audits if retention is longer then a year.

Logs must be secured to prevent modification, deletion, and destruction.

Only authorized persons should have access or permission to read logs.  A person is authorized if he or she is a member of the internal audit staff, security staff, system administration staff, or he or she has a need for such access to perform regular duties. 

6.2.4 What should be logged?

The level of logging will be according to your company requirements.  Below is a list of items that could be logged, please note that some of the items may not be applicable to all operating systems.  What is being logged depends on whether you are looking for performance problems or security problems.  However you have to be careful about performance problems that could affect your security.

6.2.4.1
System

The following system activities, conditions, performance, and events are logged:

· CPU.

· CPU load.

· Percentage of idle time.

· Percentage of use.

· Average CPU usage in past 5 minutes.

· Average CPU usage in past 15 minutes.

· Average CPU usage in past 30 minutes.

· Memory Usage

· Percentage used.

· Percentage available.

· Swapping.

· Storage Usage (hard disk, file system, volume).

· Percentage used.

· Percentage free.

· Quota.

· Space allocated and used per user.

· Use of mount command.

· Uses of unmount command.

· Error messages from disk subsystem (e.g. time out, device not available).

· Software patches.

· Software revision.

· Software update.

6.2.4.2
Firewall

The following firewall activities, conditions, and events are logged:

6.2.4.2.1
Probes/Attacks

· Scanning of a port for service.

· Scanning of all ports for services.

· Requests on ports without services.

· Requests on ports that run unsecure services.

· Requests on ports that usually have no service.

· Request for the following services: systat, bootp, tftp, sunrpc, snmp, snmp-trap, nfs.

· Attacks via sendmail vulnerabilities.

· Attacks via Syn flooding.

· Attacks via Ping of death.

· Probes by penetration tool such as ISS, Ballista, SATAN.

· Packets that have source routing enable.

· Filter based on services and protocol.

· Filter based on IP addresses.

6.2.4.2.2
Login Problems

The following firewall login problems are logged:

· Authorization attempts at the firewall with the same username.

· Authorization attempts at the firewall with different usernames.

· Multiple authorization attempts at the firewall with the same username.

· Multiple authorization attempts at the firewall with different usernames.

6.2.4.2.3
Configuration Problem

The following firewall configuration problem are logged:

· Reboot of the firewall.

· Proxies that cannot start (e.g. Within TIS firewall).

· Proxies or other important services that have died or restarted.

· Changes to firewall configuration file.

· A configuration or system error while firewall is running.

6.2.4.3
Login and Failed Logins

The following login failures, attempts at, or events are logged:

· Successful root login (ftp, su, at console, telnet, rlogin, X Windows).

· Failed root login.

· Successful su to root.

· Failed su to root.

· Successful root remote login.

· Failed root remote login.

· Successful user login (ftp, su, at console, telnet, rlogin, X Windows).

· Failed user login.

· Successful su to a user account.

· Failed su to a user account.

· Successful remote login to a user account.

· Failed remote login to a user account.

· Successful Telnet to a user account.

· Failed Telnet to a user account.

· Successful rlogin to a user account.

· Failed rlogin to a user account.

· Successful use of r commands.

· Failed use of r commands.

· Successful X Windows session.

· Failed X Windows session.

6.2.4.4
Servers

The following servers activities, conditions, and events are logged:

· Start time.

· Stop Time.

· Load statistics.

· Configuration changes.

· Web files changes (new, deleted, modified).

· FTP files changes (new, deleted, modified).

· Successful admin login (with time and date).

· Failed admin login (with time and date).

· Successful login (with time and date).

· Failed login (with time and date).

· Unavailability.

· Concurrent users/sessions

6.2.4.5
Routers

The following routers activities, conditions, and events are logged:

· Reboot. 

· Router CPU loads.

· Detection of IP Spoofing.

· Detection of source routing.

· Detection of Ping of death.

· Unavailability.

· Configuration changes.

6.2.4.6
Processes

The following processes usage, conditions, and events are logged:

· Critical Processes.

· Hung processes.

· Processes errors.

6.2.4.7
Connectivity

The following connectivity status, performance, conditions, and events are logged:

· Local.

· Remote.

· Crucial Links.

· Bandwidth use. 

· Collision rate.

· Number of Packets IN.

· Number of Packets OUT.

· Interface errors.

· Verification that the interface is not in promiscuous mode.

6.2.4.8
Critical Files Modification and Access

The following file changes, conditions, and events are logged:

· .rhosts.

· UNIX Kernel.

· /etc/password.

· rc directory structure.

· bin files.

· lib files.

· Use of Setuid.

· Use of Setgid.

· Change of permission on system or critical files.

6.2.4.9
Privileges and authorization changes

· Additions and changes to privileges.

6.10.4 Access Rights and Permissions

Establishment (authorization)

· Authorization determines who is trusted for a given purpose. More precisely, it determines whether a particular principal, who has been authenticated as the source of a request to do something, is trusted for that operation. Authorization may also include controls on the time at which something can be done (e.g. only during working hours) or the computer terminal from which it can be requested (e.g. only the one on the system administrator desk).

File and Data Owners, Custodians, and Users

· All information generated, or used must have a designated owner.  The owner must determine appropriate sensitivity classifications, and access controls.

· The owner must also take steps to ensure the appropriate controls for the storage, handling, distribution, and use of the information in a secure manner.

Principle of least Privilege

· As described at http://hissa.nist.gov/rbac/paper/node5.html, the principle of least privilege has been described as important for meeting integrity objectives.  The principle of least privilege requires that a user be given no more privilege than necessary to perform a job. Ensuring least privilege requires identifying what the user's job is, determining the minimum set of privileges required to perform that job, and restricting the user to a domain with those privileges and nothing more. By denying to subjects transactions that are not necessary for the performance of their duties, those denied privileges couldn’t be used to circumvent the organizational security policy. Although the concept of least privilege currently exists within the context of the TCSEC, requirements restrict those privileges of the system administrator. Through the use of RBAC, enforced minimum privileges for general system users can be easily achieved. 
Separation of Duties and Responsibilities

Described at http://hissa.nist.gov/rbac/paper/node6.html as:  

Separation of duties is considered valuable in deterring fraud since fraud can occur if an opportunity exists for collaboration between various jobs related capabilities. Separation of duty requires that for particular sets of transactions, no single individual be allowed to execute all transactions within the set. The most commonly used examples are the separate transactions needed to initiate a payment and to authorize a payment. No single individual should be capable of executing both transactions. 

Separation of duty is an important consideration in real systems.  The sets in question will vary depending on the application. In real situations, only certain transactions need to be restricted under separation of duty requirements. For example, we would expect a transaction for ``authorize payment'' to be restricted, but a transaction ``submit suggestion to administrator'' would not be. 

Separation of duty can be either static or dynamic. Compliance with static separation requirements can be determined simply by the assignment of individuals to roles and allocation of transactions to roles. The more difficult case is dynamic separation of duty where compliance with requirements can only be determined during system operation. The objective behind dynamic separation of duty is to allow more flexibility in operations. Consider the case of initiating and authorizing payments. A static policy could require that no individual who can serve as payment initiator could also serve as payment authorizer. This could be implemented by ensuring that no one who can perform the initiator role could also perform the authorizer role. Such a policy may be too rigid for commercial use, making the cost of security greater than the loss that might be expected without the security. More flexibility could be allowed by a dynamic policy that allows the same individual to take on both initiator and authorizer roles, with the exception that no one could authorize payments that he or she had initiated. The static policy could be implemented by checking only roles of users; for the dynamic case, the system must use both role and user ID in checking access to transactions. 

Separation of duty is necessarily determined by conditions external to the computer system. The Clark-Wilson scheme includes the requirement that the system maintain the separation of duty requirement expressed in the access control triples. Enforcement is on a per-user basis, using the user ID from the access control triple. As discussed above, user functions can be conveniently separated by role, since many users in an organization typically perform the same function and have the same access rights on TPs and data. Allocating access rights according to role is also helpful in defining separation of duty in a way that can be enforced by the system. 

6.11 Access Control Models

I found a very interesting presentation of Access Control Model on the web site at the University of Oregon, Information System Laboratory.  The presentation is in adobe PDF format and is a must read for anyone that wishes to take the CISSP exam.  It can be found at the following address: http://www.cccure.org/Documents/Security_models/models.pdf because the original link pointing to the university is no longer working.  

---- Extract from University of Oregon ----

What is an access control model?  It is a formal description of a security policy.

What is a security policy?  A security policy captures the security requirements of an enterprise or describes the steps that have to be taken to achieve security.

Security models are used in security evaluation, sometimes as proofs of security.

The Bell-LaPadula model is an important historic milestone in computer security.

---- End of extract from University of Oregon ----

There are numerous Access Control Models that exist on the market.  Below you will find some of them along with their descriptions.   SAIC Infosec Consulting Division has some good information on access controls; below you will find an extract from their web site located at the following address:  http://research-cistw.saic.com/cace/ 

----- Beginning of extract  -----

Different types of access control are generally classified based on whether they are primarily discretionary controls, or primarily mandatory controls. Discretionary controls are access controls in which users may be given access to data, and are expected to use their discretion in handling it. For example, data may be accessible to one person, but not another; the first person is expected not to copy the data and allow the second person to access it. Since a program generally runs with all the privileges of the person who invoked it, this generally allows a rogue program to take action the person themselves would not do. 

Mandatory controls are access controls that are based on a policy that the user, and more importantly the processes running with that user's privileges, is not allowed to violate. An example of this is "Top Secret" data is configured so that regardless of what the user does, the data cannot be transmitted to someone who does not have "Top Secret" status. Thus no "trojan horse" program could ever do what the user is not allowed to do anyway. The restrictions of mandatory controls are (at least in normal mode) also applied to the user who in a discretionary system would be "root", or the superuser. 

There is much more to good access control than preventing data from being copied; this is just an example of the difference between the two styles. 

In an access control system which implements both styles at the same time, the checks are usually done sequentially. In any access check (e.g. A subject, which could be a process, wants to access an object, which could be a file) the discretionary controls are often checked first, and if those succeed then the mandatory controls are checked. Only if both are successful is access permitted. The mandatory access control cannot be bypassed, but in situations where MAC is not enforced, all subjects and objects can be assigned to the same category, meaning the mandatory checks will always succeed.

---- End of Extract ----

6.11.1 Bell-LaPadula (BLP)

---- Extract from University of Oregon ----

Bell-LaPadula is a state machine model capturing confidentiality aspects of access control.

Access permissions are defined through an Access Control matrix and through a partial ordering of security levels.

Security policies prevent information flowing downwards from a high security level to a low security level.

BLP only considers the information flow that occurs when a subject observes or alters an object.

The * property (no write down) implies that a high level subject is not able to send a message to a low level subject; it is one of BLP mandatory policies.

The ss-property is another one of BLP mandatory policies (no read up)

The ds-property permits access by the access control matrix.

Note: The very first version of BLP dis not consider the * property.

Note:   LIMITATION OF BLP

· Have no policies for changing access data control

· Intended for systems with static security levels

· Contains covert channels: a low subject can detect the existence of a high object when it is denied access.  Sometimes it is not enough to hide the content of an object; also their existence may have to be hidden.

· Restricted to confidentiality

---- End of extract ----

The Handbook of Information System Management, 1999 Edition present the following definition:

The Bell-LaPadula model prevents users and processes from reading above their security level, as does the lattice model (i.e., it asserts that processes with a given classification cannot read data associated with a higher classification). In addition, however, it prevents processes with any given classification from writing data associated with a lower classification. Although some might feel that the ability to write below the process’s classification is a necessary function — placing data that is not sensitive, though contained in a sensitive document, into a less sensitive file so that it could be available to people who need to see it — DoD experts gave so much weight to the threat of de facto downgrading that it felt the model had to preclude it. All work sponsored by the National Computer Security Center (NCSC) has employed this model.

The SAIC site above define Bell-Lapadula as:

Implemented by military systems. Each object is labeled with its classification. Compartments may also be used to separate data at a particular clearance, but basically a process is tracked as to what level it is operating at. A process may read data at a lower or equal classification, and may write data to an equal or higher classification. A user has a particular clearance level but does not necessarily operate at their full clearance. In this case, when a process reads data at a level it hasn't been to yet (but which it's cleared for), it "floats up" to that new clearance level. It and all data it writes out in the future will be no lower than the new clearance level. 

The merged glossary http://ise.gmu.edu/~csis/glossary/merged_glossary.html define it as:  

Bell-LaPadula model: (1) A formal state-transition model of computer security policy that describes a set of access control rules. In this formal model, the entities in a computer system are divided into abstract sets of subjects and objects. The notion of a secure state is defined, and it is proven that each state transition preserves security by moving from secure state to secure state, thereby inductively proving that the system is secure. A system state is defined to be "secure" if the only permitted access modes of subjects to objects are in accordance with a specific security policy. To determine whether a specific access mode is allowed, the clearance of a subject is compared with the classification of the object, and a determination is made as to whether the subject is authorized for the specific access mode. The clearance/classifications scheme is expressed in terms of a lattice. (See *-property (star property), simple security property, and lattice below). (2) A formal state-transition model of a technical security policy for an AIS (automated information system) that presents: (a) access constraints (including initial-state constraints and variants or the simple security and star properties), (b) allowed state transitions (called "rules of operation"), and (c) a proof that the allowed state transitions guarantee satisfaction of the constraints. [AJP]

*-Property (Star Property) - A Bell-LaPadula security model rule allowing a subject write access to an object only if the security level of the subject is dominated by the security level of the object. Also known as the Confinement Property. [TCSEC]
Simple Security Property - An invariant state property allowing a subject read access to an object only if the security level of the subject dominates the security level of the object.[FC v.1]
Lattice - A partially ordered set for which every pair of elements has a greatest lower bound and a least upper bound. [TCSEC]

More information was also found on the incredible portal of Infosyssec located at http://www.infosyssec.com/infosyssec/overview.htm
---- Begin of extract from Infosyssec ----

The two most well known models are Bell&LaPadula [1973] and Biba[1977]. Both were designed in and for military environments.

Bell&LaPadula models a case of cleared users accesses to confidential documents. There were two rules, the Simple Security Property and the * Security Property. 

The Simple Security Property says, "no reading upwards", the * Security Property "no writing downwards". 

---- End of extract from Infosyssec ----

6.11.2 Biba

The University of Oregon referenced above defines Biba as follows:

Biba is a state machine model similar to BLP, capturing integrity aspect of access controls.

The Handbook of Information System Management, 1999 Edition, ISBN: 0849399742 presents the following definition:

In studying the two properties of the Bell-LaPadula model, Biba discovered a plausible notion of integrity, which he defined as prevention of unauthorized modification. The resulting Biba integrity model states that maintenance of integrity requires that data not flow from a receptacle of given integrity to a receptacle of higher integrity. For example, if a process can write above its security level, trustworthy data could be contaminated by the addition of less trustworthy data. 

SANS glossary at http://www.sans.org/newlook/resources/glossary.htm define it as:

Formal security model for the integrity of subjects and objects in a system. 

Some info was also found on the Infosyssec security portal site.

---- Begin extract from Infosyssec ----

Biba modeled a case of likewise cleared users accesses to integrity of classified documents. 

It also has two rules, the Integrity Property and the * Property. The rules were similar, but reversed: "no writing upwards" and "no reading downwards".

The fact that these two models were each other's mirrors, made people think that confidentiality and integrity could not be taken into account at the same time. The reasons were many, but there were fundamental mistakes made: the definitions of confidentiality respectively integrity were not clear; one implying to keep data secret, the other implying to keep the quality of the data - and therefore only people with the same or higher integrity classification could deal with it. Plus the fact that the concepts of information and data were not really separated in the discussion. 

The problem was settled by announcing that given the definition on confidentiality, there was no need for a definition of integrity!  Instead a framework to describe integrity within was provided [NCSC 1991].

These discussions underlined that there was a need to connect computer security to the demands of the outside environment. This was first pointed out in another model - the Clark&Wilson model [1987].

---- End of extract from Infosyssec ----
6.11.3 Clark and Wilson

---- Extract from University of Oregon ----

This model attempts to capture security requirements of commercial applications.  ‘Military’ and ‘Commercial’ are shorthand for different ways of using computers.

This model has emphasis on integrity:

· Internal consistency: properties of the internal state of a system

· External consistency: relation of the internal state of a system to the outside world

Mechanisms used for maintaining integrity are well-formed transactions, separation of duties.

Subjects and objects are ‘labelled’ with programs.  Programs serve as an intermediate layer between subjects and objects.

Access control:

· Define the access operations (transformation procedures) that can be performed on each item (data types).

· Define the access operations that can be performed by subjects (roles).

Note the difference between a general-purpose operating system (BLP) and an application oriented IT System (Clark-Wilson).

Security properties are partly defined through five certifications rules, suggesting the checks that should be conducted so that the security policy is consistent with the application requirements.

· IVPs (Initial Verification Procedures) must ensure that all CDIs (Constrained Data Items) are in a valid state when the IVP is run.

· TPs (Transformation Procedures) must be certified to be valid

· The access rule must satisfy any separation of duties requirements

· All TPs must write to an append only log

· Any TP that takes an UDI (unconstrained data item) as input must either convert the UDI into a CDI or reject the UDI and perform no transformation at all.

---- End of extract ----

The Handbook of Information System Management, 1999 Edition, ISBN: 0849399742 presents the following definition:

Wilson and Clark were among the many who had observed by 1987 that academic work on models for access control emphasized data’s confidentiality rather than its integrity (i.e., the work exhibited greater concern for unauthorized observation than for unauthorized modification). Accordingly, they attempted to redress what they saw as a military view that differed markedly from a commercial one. In fact, however, what they considered a military view was not pervasive in the military. 

The Clark-Wilson model consists of subject/program/object triples and rules about data, application programs, and triples. The following sections discuss the triples and rules in more detail.

Triples. All formal access control models that predate the Clark-Wilson model treat an ordered subject/object pair — that is, a user and an item or collection of data, with respect to a fixed relationship (e.g., read or write) between the two. Clark and Wilson recognized that the relationship could be implemented by an arbitrary program. Accordingly, they treat an ordered subject/program/object triple. They use the term “transformational procedure” for program to make it clear that the program has integrity-relevance because it modifies or transforms data according to a rule or procedure. Data that transformational procedures modify are called constrained data items because they are constrained in the sense that only transformational procedures may modify them and that integrity verification procedures exercise constraints on them to ensure that they have certain properties, of which consistency and conformance to the real world are two of the most significant. Unconstrained data items are all other data, chiefly the keyed input to transformational procedures.

Once subjects have been constrained so that they can gain access to objects only through specified transformational procedures, the transformational procedures can be embedded with whatever logic is needed to effect limitation of privilege and separation of duties. The transformational procedures can themselves control access of subjects to objects at a level of granularity finer than that available to the system. What is more, they can exercise finer controls (e.g., reasonableness and consistency checks on unconstrained data items) for such purposes as double-entry bookkeeping, thus making sure that whatever is subtracted from one account is added to another so that assets are conserved in transactions.

Rules. To ensure that integrity is attained and preserved, Clark and Wilson assert, certain integrity-monitoring and integrity-preserving rules are needed. Integrity-monitoring rules are called certification rules, and integrity-preserving rules are called enforcement rules.

These certification rules address the following notions:

•  Constrained data items are consistent. 

•  Transformational procedures act validly. 

•  Duties are separated. 

•  Accesses are logged. 

•  Unconstrained data items are validated. 

The enforcement rules specify how the integrity of constrained data items and triples must be maintained and require that subjects’ identities be authenticated, that triples be carefully managed, and that transformational procedures be executed serially and not in parallel. 

Of all the models discussed, only Clark-Wilson contains elements that relate to the functions that characterize leading access control products. Unified access control generalizes notions of access rules and access types to permit description of a wide variety of access control policies.

---- Begin of extract from Infosyssec ----

This model opposed to have only internal technically oriented rules directing the measurement of security; in order to "have security" it presented explicit organizational oriented rules to be enforced by the computer system. Moreover it underlined the needs for strong couplings between the actual security policy of the organization and the effectuation of it in the computer system. Further, it sparked off the debate on the need to define computer security linked to an explicit context by naming their first papers "Comparison of Commercial and Military Computer Security Policies" and "Evolution of a model for Computer Integrity". They pointed out that commercial and military organizations may differ in their views and prioritizations of the principles of security; commercial organizations rate integrity of data higher than confidentiality, and the availability of data must also be considered in commercial organizations. The purpose and scope of the organization has to be taken account of in the security policy, and the security policy should direct the performance also of the techniques implementing the policy.

---- End of extract from Infosyssec ----

6.11.4 Non-Interference Model

Non-Interference (NI for short) was introduced in order to circumvent difficulties in classic approaches to computer security. In order to limit, and possibly avoid, the damages produced by malicious programs (often called ``Trojan Horses'') which try to leak secret information, it was suggested to impose some access control rules which limit the action of these programs. However, it is often difficult to detect the so-called ``covert channels'', i.e., indirect ways for transmitting information with no explicit reading of confidential information. This kind of difficulties induced some researchers to re-think from scratch the whole problem of guaranteeing security in computer systems. 

NI is indeed an alternative, more general approach to computer security. It requires control directly the whole flow of information, rather than the accesses of subjects to objects (as in classical access control rules). In general, NI-like properties are based on a formal model of system behavior and on a definition of information flow on such a model. By imposing some information flow rules; we can control both the direct and indirect transmission channels. 

Covert channel is a communication channel that allows transfer of information in a manner that violates the system’s security policy.  
6.11.5 State Machine Model

I found the following on the State Machine Model on the University of Oregon site mentioned above:

It captures the state of a system.  A state can change only at discrete points in time, e.g. triggered by a clock or an input event.

The state should capture the essential features of the system under investigation, e.g. the security of a computer system.

How to use state machine models?

· Define the state set so that it captures ‘security’

· Check that all state transitions starting in a ‘secure’ state yield a ‘secure state’

· Check that the initial state of the system is ‘secure’

· A state transition is secure if it goes from a secure state to a secure state.

Security is then preserved by all state transitions.  The system will always be ‘secure’

An access is described by a tuple (s,o,a ) s=subject o=object a=access operation

A state is secure, if all current tuples are permitted by the ss-property, * - Property, and the ds-property.

6.11.6 Access Matrix Model or the Harrison-Ruzo-Ullman Model
The access matrix model is the policy for user authentication, and has several implementations such as access control lists (ACLs) and capabilities.  It is used to describe which users have access to what objects. 

The access matrix model consists of four major parts: 

· A list of objects 

· A list of subjects 

· A function T that returns an object's type 

· The matrix itself, with the objects making the columns and the subjects making the rows 

In the cells where a subject and object meet lie the rights the subject has on that object. Some example access rights are read, write, execute, list and delete. 

Example Access Matrix: 

	
	Objects

	Subjects
	Index.html file 
	Java VM Virtual Machine

	John Doe
	Rwld
	X

	Sally Doe
	Rl
	-


An access matrix has several standard operations associated with it: 

· Entry of a right into a specified cell 

· Removal of a right from a specified cell 

· Creation of a subject 

· Creation of an object 

· Removal of an subject 

· Removal of an object 

· Implementation

The two most used implementations are access control lists and capabilities. Access control lists are achieved by placing on each object a list of users and their associated rights to that object.  For example, if we have file1, file2 and file3, and users (subjects) John and Sally, an access control list might look like: 

	
	Objects (Files)

	Users
	File1
	File2
	File3

	John
	RWX
	R-X
	RW-

	Sally
	---
	RWX
	R--


The rights are R (Read), W (Write) and X (Execute). A dash indicates the user does not have that particular right. Thus, John does not have permission to execute File3, and Sally has no rights at all on File1.

Capabilities are accomplished by storing on each subject a list of rights the subject has for every object. This effectively gives each user a key ring. To remove access to a particular object, every user (subject) that has access to it must be "touched".  A touch is an examination of a user's rights to that object and potentially removal of rights. This brings back the problem of sweeping changes in access rights. Here is what an implementation of capabilities might look like, using the above example: 

	Users
	
	

	John
	file1:RWX
	file2:R-X
	file3:RW-

	Sally
	file1:---
	file2:RWX
	file3:R--


Access restrictions such as access control lists and capabilities sometimes are not enough. In some cases, information needs to be tightened further, sometimes by an authority higher than the owner of the information. For example, the owner of a top-secret document in a government office might deem the information available to many users, but his manager might know the information should be restricted further than that. In this case, the flow of information needs to be controlled -- secure information cannot flow to a less secure user.   See the information flow model for more details. 

6.11.7 Information Flow Model

Very little information could be found specifically on this model.  It is closely related to the Lattice Based approach that we have covered above in this document.  It assigns classes that dictate if an object that is being accessed by a subject can flow into another class.

Skully a member of the site found a definition for flow at:

http://compsci.about.com/science/compsci/library/glossary/blglossaryf.htm
It is described as: 

A flow is a type of dependency that relates two versions of the same object, and thus the transformation of one state of that object into another, at successive points in time.
NOTE:

I invite the readers to provide me with additional information for this specific item.  This item needs to be expanded.

I found a paper on this subject at: http://citeseer.nj.nec.com/361148.html 

---- Extract from paper ----

In client-server systems, the application programs in the clients manipulate the resources in the servers.  Units of resources like databases are named objects.  It is significant to consider what subject (s) can access what object (o) by what operation (t) in the access control model.

An access rule is given a tuple (s,o,t).  The system is secure if and only if every object is accessed only according to the access rules.  However the access control model cannot resolve the containment problem where the information illegally flows among subjects and objects.  

The lattice-based model aims at protecting against illegal information flow among the entities.  One security class is given to each entity in the system.  A flow relation among the security classes is defined to denote that information in one class (s1) can flow into another class (s2).  

In the mandatory model, the access rule (s,o,t) is specified so that the flow relation between the subject (s) and the object (o) holds.  For example, s can read o only if the security class of o can flow to the class of s.   Here, only read and write are considered as access types of the objects.

In the role-based model, a role is defined in a set of operations on objects.  The role represents a function or job in the application.  The access rule is defined to bind a subject to the roles.

---- End of extract ----

6.11.8 Chinese Wall Model

This model is NOT part of the CBK and is provided only as supplemental information for your own benefit.

This model is covered by the University of Oregon reference that I mentioned above.  

In financial institutions, analysts deal with a number of clients and have to avoid conflict of interest.

The model has the following component:

COMPONENT

EXAMPLE

Subject


Analyst

Object



Data item for a single client

Company Datasets

Give for each company its own company dataset

Conflict of interest classes
Give for each object companies that have a conflict of interest

Labels



Company dataset + conflict of interest class

Sanitized information

No access restriction

Simple Security Property:  Access is only granted if the object requested:

· Is in the same company dataset as an object already access by that subject

· Belongs not to any of the conflict of interest classes of objects already accessed by that subject

6.12 Identification and Authentication Techniques

Identification and Authentication are two techniques that are very important to the security professional.  You must understand the difference between the two and their usages in the overall security architecture.

IDENTIFICATION

Identification is a means to verify who you are.  Authentication is what you are authorized to perform, access, or do.

User identification enables accountability.  It enables you to trace activities to individual users that may be held responsible for their actions.  Identification usually takes the form of Logon ID or User ID.  Some of the Logon ID characteristics are: they must be unique, not shared, and usually non descriptive of job function.

AUTHENTICATION

The following information was extracted from a very good book called: Intrusion Detection: Network Security beyond the Firewall, published by John Wiley & Sons, Inc., the author is Terry Escamilla, ISBN: 0471290009, Publication Date: 11/01/98 
Authentication is a means of verifying the eligibility of an entity to receive specific categories of information.  The entity could be individual user, machine, or software component. Authentication is typically based upon something you know, something you have, or something you are. 

---- Beginning of extract ----

Something you know. 

The canonical example of something you know is a password or pass phrase. You might type or speak the value. A number of schemes are possible for obtaining what you know. It might be assigned to you, or you may have picked the value yourself. Constraints may exist regarding the form the value can take, or the alphabet from which you are allowed to construct the value might be limited to letters only. If you forget the value, you may not be able to authenticate yourself to the system. 

Something you have 

Another form of authentication requires possession of something such as a key, a smart card, a disk, or some other device. Whatever form it takes, the authenticating item should be difficult to duplicate and may require synchronization with systems other than the one to which you are requesting access. Highly secure environments may require you to possess multiple things to guarantee authenticity.

Something you are

Something you are is really a special case of something you have. The usual examples given include fingerprint, voice, or retinal scans.  

---- End of extract ----

6.12.1 Knowledge-based Passwords, Personal Identification Numbers (PINs), Passphrases

Passwords even though they are always mentioned as being unsecured, necessary evils, that put your infrastructure at risk, are still commonly used and will probably be used for quite a few years.   Good passwords can provide you with a good first line of defense.  Passwords are based on something the user knows.  They are used to authenticate users before they can access specific resources.

Selection of passwords can be done in a multitude of ways depending on your current company policies.  Usually organizations will have some guidelines on the criteria for the selection of passwords.    In order to meet organizational criteria there are different schemes that may be used.  Below is a short list of schemes and their definitions.

User selected

As the name implies it is a password that is selected by the user.  Even though the user selects the password, there are ways to control the strength of the passwords on most operating systems.

Generated password

Passwords generated by a software package or some operating systems.  These password generators are good at producing unique and hard to guess passwords, however you must ensure that they are not so hard that people can’t remember them.  If you force your users to write their passwords down then you are defeating the purpose of having strong password management.

Token generated

Each time the user logs in, the token generates a unique password that is synchronized with the network server. If anyone tries to reuse this dynamic password, access is denied, the event is logged and the network remains secure.
Default password

It is extremely important that the default system passwords be changed as soon as possible; it is amazing even today to see how many systems are constantly being compromised because of careless administrators that do not change the default passwords or use passwords are easy to guess such as their company name.  A good example was the Oracle RDBMS, the password for the system account was ‘Change on install’, and lots of oracle servers have been compromised because the administrator would leave the password as the default.

Composition 

Usage of two totally unrelated words or a series of unrelated characters, such as pizza!wood for example.  Such a password is easy to remember but very hard to guess.  It would require a cracker quite a bit of time to do a brute force attack on a password that is that long and that uses an extended character as well. 

Passphrases

The use of passphrases is a good way of having very strong passwords.  A passphrase is easier to remember, it offers numerous characters, and it is almost impossible to crack using brute force with today’s processing power.  An example of a passphrase could be:  “Once upon a time in the CISSP world”

Password Management

Passwords have some management issues attached to them.   Below you will find the issues related to the lifetime of your passwords and the issues related to changing the password itself.  There is no magic rule, it will depend on your environment and what level of security you wish to maintain.

Lifetime Consideration:

· Cost of replacement (administrator time)

· Risk of compromise (see table at the end of this section)

· Distribution risk

· Probability of guessing

· Number of times used

· Work of discovering by exhaustive trial and errors

Changing passwords consideration:

· 60 days regular users

· 30 days privilege users

· 15 days security officers

· User changes own passwords at expiration

· Audit trail of password changes

· Security officer issues expired passwords

· User changes immediately

· By phone you must call back the user (only from office phone)

Most organization will have a policy that covers the password management issues.  Below you will find a list of items that could be included in your policy.  Remember that this is a vanilla policy; some of the items should be adapted to your environment and your threat level.

· All active accounts must have a password.  Unless you are using an application or service designed to be accessed without the need of a proper ID and password.  Such service must however be monitored by other means (not a recommended practice).

· System administrators must issue a unique password to each authorized user upon creating their account.  This password will be change by the user upon his first login.

· When possible, on UNIX systems, passwords shall not be kept in the /etc/passwd file, but rather in a shadow password file which can be modified only by root or a program executing on behalf of root.

· Passwords must not be displayed in plain text while logging on.  Passwords must be masked.

· Password must have a minimum of 8 characters.

· Password must contain a mix of both alphabetic and non-alphabetic characters. 

· Passwords must be kept private, e.g. not shared, coded into programs, or written down.

· Monitoring tools must regularly validate the length and strength of passwords.

· Passwords must never be shared amongst a group of users.  This ensures that it is possible to trace who did what by user ID.  

· Passwords must not be the same as user id or login id.

· Passwords must be changed at least once every 60 days (depending on your environment).

· Password aging or expiration must be enforced on all systems.

· Upon password expiration, if the password is not changed, only three grace logins must be allowed then the account must be disable until reset by an administrator or the help desk.

· Password reuse is not allowed (rotating passwords).   

· Password history must be used to prevent users from reusing passwords.  On all systems with such a facility the last 12 passwords used will be kept in the history.

· All computer system users must choose passwords that cannot be easily guessed.

· Passwords used must not be a word found in a dictionary.

· Passwords must not be sent through email in plain text.

· Passwords must not be stored in plain text on any electronic media.

· It is acceptable to store passwords in a file if it is encrypted with PGP or equivalent strong encryption (once again depending on your organization policy).  

· All vendor supplied default passwords must be changed. 

· Users must use different passwords on different systems.

· All passwords must be changed if the root password is compromised or disclosure is suspected.  (This is a separate case; the optimal solution would be to reload the compromised computer.  A computer that has been downgraded can never be upgraded to higher security level)

· A password must be changed if it is compromised or disclosure is suspected.

· Passwords must never be disclosed via voice telephone or cellular lines.

· Employees must show up in person and present proper identification before obtaining a new or changed password  (depending on your policy).  

· After three unsuccessful attempts to enter a password, the account will be locked and only an administrator or the help desk can reactivate the involved user ID. 

·  Keep audit trail of password usage; log all Successful logon, Unsuccessful logon, Date, Time, ID, Login name.

·  Control maximum logon attempt rate where possible.
· Where possible users must be automatically logged off after 30 minutes of inactivity.

· After completing a successful logon, date and time of last successful or unsuccessful logon must be displayed if possible.

Please take note of the following table:

	PASSWORD TYPE
	LENGTH
	ESTIMATED TIME TO CRACK

	Alpha
	6 characters
	A few minutes

	Alpha and numeric
	6 characters
	3 hours

	Alpha, numeric, one special character
	6 characters
	30 hours

	Alpha, numeric, more than one character 
	7 characters
	1 year

	 Alpha, numeric, more than one special character
	9 characters
	3 years

	** The estimate above are based on a 400 Mhz Celeron processor capable of attempting to crack a password at a rate of 40,000 different tries per seconds.


6.12.2 Characteristic-based (biometrics, behaviour)

Here is some information that I extracted from the American Biometric company web site at http://www.biomouse.com/whitepapers/biometric.htm They are the manufacturer of Biomouse.

Their white paper provides a fairly good overview of some of the challenges in using biometrics and also some of the evaluation criteria that exists in order to evaluate the performance of a biometric device.

---- Begin of extract ----

Biometric authentication systems take advantage of an individual's unique physical characteristics in order to authenticate that person's identity. Various forms of biometric authentication include face, voice, eye, hand, signature, and fingerprint, each have their own advantages and disadvantages.   When combined with the use of a PIN it can provide two factors authentication.

6.12.3 Biometrics Performance

Biometric performance is most commonly measured in two ways: False Rejection Rate (FRR), and False Acceptance Rate (FAR). The FRR is the probability that you are not authenticated to access your account. A strict definition states that the FRR is the probability that a mated comparison (i.e. 2 biometric samples of the same finger) incorrectly determines that there is no match.

The FAR is the chance that someone other than you is granted access to your account, in other words, the probability that a non-mated comparison (i.e. two biometric samples of different fingers) match. FAR and FRR numbers are generally expressed in terms of probability.

When comparing biometric systems, a low false acceptance rate is most important when security is the priority. Whereas, a low false rejection rate is most important when convenience is the priority. All biometric implementations balance these two criteria. Some systems use very high FAR's such as 1 in 300. This means that the likelihood that the system will accept someone other than the enrolled user is 1 in 300. However, the likelihood that the system will reject the enrolled user (its FRR) is very low, giving them ease of use, but with low security. Most fingerprint systems should be able to run with FARs of 1 in 10,000 or better.

Another factor that must be taken into account when determining the necessary FAR and FRR for your organization is the actual quality of the fingerprints in your user population. ABC's experience with several thousand users, and the experience of its customers, indicates that a percentage of the populations do not have fingerprints of sufficient quality to allow for authentication of the individual.  Approximately 2.5% of employees fall into this group in the general office worker population.  For these users, a smart card token with password authentication is recommended.

Statistical improvements in false rejection rates can also be achieved by requiring the user to use more than one finger to authenticate. Such techniques are referred to as flexible verification.

Within the industry, FAR and FRR numbers are often quoted by competing vendors. However, the environments and testing methodologies, which are used to arrive at these statistics, vary greatly. Therefore, the reported FAR and FRR cannot be relied upon as a definitive measure of performance.  

---- End of extract ----

6.12.4 Fingerprints

The Sans Institute reading room has a fantastic paper on fingerprint usage.  It can be found at http://www.sans.org/infosecFAQ/authentic/fingerprint.htm.  Please visit the SANS web site to read this thorough paper from Zeena Merchant.  Below is a short extract from the paper; I encourage you to read the original document as it is more complete than the small random extract that I present below.  In the original document you will also find a complete list of references that was used to produce the document.  The references alone are worth taking a look.  If anyone knows how to get in contact with Zeena Merchang I would like to know because I temporarily posted the extract below and would still like the approval from the author as well to post it permanently in this document.  

---- Extract from paper ----

Every person’s fingerprint is unique and is a feature that stays with the person throughout his/her life. This makes the fingerprint the most reliable kind of personal identification because it cannot be forgotten, misplaced, or stolen. Fingerprint authorization is potentially the most affordable and convenient method of verifying a person's identity. 

As with any technology, fingerprint authorization requires a means by which to scan and recognize the print. Currently, the fingerprint is the only method that can be adopted and used for authorization on personal computers. Packages that check users' prints include American Biometrics' BioMouse Plus, Biometric Access' SecureTouch 98, Mytec Technologies' Touchstone and NEC's TouchPass. All of these tools scan the user’s fingerprint and analyze the print to ensure a match. 

The lines that create a fingerprint pattern are called ridges and the spaces between the ridges are called valleys. It is through the pattern of these ridges and valleys that a unique fingerprint is matched for verification and authorization. The fingerprint scanner works by taking a mathematical snapshot of a user's unique biological traits and saving the snapshot as a minutia file. The minutia file that is stored in the database cannot ever be reconverted back to the original fingerprint image.
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There are two approaches for capturing the fingerprint image for matching: minutia matching and global pattern matching. Minutia matching is a more microscopic approach that analyzes the features of the fingerprint, such as the location and direction of the ridges, for matching. The only problem with this approach is that it is difficult to extract the minutiae points accurately if the fingerprint is in some way distorted. The more macroscopic approach is global pattern matching where the flow of the ridges is compared at all locations between a pair of fingerprint images; however, this can be affected by the direction that the image is rotated. 

Potential Issues
Fingerprint authentication is becoming a popular method for authorization but is still met with some resistance from the public. Although fingerprint biometrics maintains a high level of security and is easy to use, it still faces some issues including:

Privacy 

False Rejection 

False Acceptance 

Accuracy 

Setting Standards 

Privacy
Comparison and storage of unique biological traits makes some individuals feel that their privacy is being invaded. Many associate fingerprint scanning with the fingerprinting of alleged criminals and are therefore hesitant to accept this technology. 

Conclusion
The speed and cost of data scanning, storage, and retrieval technology has progressed to the point that the use of fingerprint recognition for security is now a feasible and affordable alternative to conventional security practices. A good system will combine "what you are" with "what you know" or "what you have." Fingerprints are the general biometric option of choice because of their decreasing cost, increasing popularity and continued integration into the desktop environment. Properly implemented, fingerprints offer potential for high accuracy and eliminated duplication, theft, forgetfulness and loss. Some of the future applications of fingerprint authentication, in addition to computer system authorization, may include: internet access, payment services, credit card and payment transactions, automotive anti-theft devices, travel, etc. The potential is endless.

---- End of extract ----

6.12.5 Retina Scan (blood vessels) and Iris Scan (color of eyes)

The Sans Institute reading room has another fantastic paper on retina and iris scan usage.  It can be found at http://www.sans.org/infosecFAQ/authentic/eye_scans.htm.  Please visit the SANS web site to read this excellent paper from Valerie Malmsten.  Below is a short extract from the paper. I encourage you to read the original document, as it is more complete than the small random extract presented below.  In the original document you will also find a complete list of references used to produce the document.  The references alone are worth taking a look.  If anyone knows how to get in contact with Valerie Malmsten I would like to know because I temporarily posted the extract below and would still like the approval from the author as well to post it permanently in this document.  

---- Begin of extract ----

There are two types of eye scan in use today for authentication purposes: retinal scans and iris scans.

Retinal Scan technology maps the capillary pattern of the retina, a thin (1/50th inch) nerve on the back of the eye. To enroll, a minimum of five scans is required, which takes 45 seconds. The subject must keep his head and eye motionless within ½" of the device, focusing on a small rotating point of green light. 320 – 400 points of reference are captured and stored in a 35-byte field, ensuring the measure is accurate with a negligible false rejection rate. This compares to 30-70 points of reference for a finger scan. Unfortunately a retinal scan is considerably more intrusive than an iris scans and many people are hesitant to use the device [Retina-scan]. In addition a significant number of people may be unable to perform a successful enrolment, and there exist degenerative diseases of the retina that alter the scan results over time. Despite these disadvantages, there are several successful implementations of this technology [Retina-scan].

The iris, or colored portion of the eye, consists of several layers with distinctive features such as arching ligaments, crypts, furrows, striations, ridges, and a zigzag collarette [Daugman]. In all 240 points of reference are digitized. For initial enrollment the subject looks at the video camera from a distance of 3-10 inches, but subsequent verifications can be done from distances up to 40 inches. The camera first locates the eye then the left and right edges of the iris. The approach is made horizontally because often the eyelid occludes the top of the iris. The scan excludes the lower portion of the iris because of inherent moisture and light reflection. The image is then captured and processed into a 512-byte record, which is stored for future authentication matches. With voice prompt and auto focus, the system is easy to use. The entire enrollment process is less than 20 seconds, and subsequent identifications take 1 - 2 seconds.

Eyeglasses and contact lenses present no problems to the quality of the image, and the system further tests for a live eye rather than, say, a lens with an image printed on it, by checking for the normal continuous fluctuation in pupil size. 

Dr. Daugman has shown that the iris texture is a phenotypic feature, not a genotypic feature thus even genetically identical twins have unique iris patterns. This gives iris scan biometrics an advantage over for example facial recognition schemes. The human iris has more than 400 measurable variables of which the Iridian Technologies process uses about 240 [Iridian]. It is astronomically impossible that two individuals would produce the same iris code; the odds are 1 in 1052. Even a sightless eye can be scanned for a unique Iris Code.

In the past, iris scans and retinal scans have been used for restricting access to highly sensitive government and military sites. Current pilot projects are bringing this technology to a wider public arena. One project of interest is the Bank United’s placement of iris recognition ATMs within Kroger supermarkets in Texas. This has resulted in quicker, more secure transactions, and surveys have shown tremendous levels of satisfaction with the new ATMs [Iris-scan]. Another project in the news recently has been demonstrated at Charlotte/Douglas International Airport in North Carolina [Hatcher]. The intent is to use iris scanning at electronic kiosks to identify the traveler and issue boarding passes. EyeTicket is the company marketing commercial applications based on the IriScan technology. EyeTicket deployed their Admission Turnstiles at the 2000 Olympics in Sydney to control access to the German Haus facility. Another airport system is used to control access to restricted areas within the airport; so special revolving doorways have been designed to reduce the likelihood of "piggybacking" or following closely an authenticated person to gain access to the restricted area.

Although iris recognition requires a certain level of user interaction and cooperation, it does offer advantages of accuracy and ease-of-use over other biometrics. One potential disadvantage is that there must be a certain level of light for successful imaging. But successful implementation of any biometric authentication scheme does not end with the initial rollout. Network crashes, power failures, hardware failures, and software problems are all possible ways in which a biometric system could become unusable. Security administrators must have plans in place for backup methods of identification in the event of system failure. Possible security breaches that must be protected against include tampering with the database, and interception of the transmitted code. 

Iris scanning offers greater accuracy than finger scanning, voice or facial recognition, hand geometry or keystroke analysis. It is safer and less invasive than retinal scanning, an important legal consideration [Nuger]. Any company thinking of using biometrics would do well to ensure that they comply with existing privacy laws. 

The International Biometric Group’s Market Report 2000 [IBG] states that iris scanning accounts for 9% of the $58.4 million in biometrics revenue in 1999. The industry of biometric authentication is moving into new areas with tremendous revenue potential, and will continue to grow rapidly.

---- End of extract ----

6.12.6 Hand Geometry

The Perdue University has some good information available online about most of the biometric techniques.   It is a very interesting web site that informs you on the latest development and research in the field of Biometrics.  You can get more information at: 

http://www.tech.purdue.edu/it/resources/aidc/BioWebPages/Biometrics_Hand.html 

---- Begin of extract ----

Hand geometry is the 'granddaddy' of all biometric technology devices.  It has been in existence for nearly 20 years where it debuted at Shearson Hamill investment bank on Wall Street. Since its introduction, there have been six different hand geometry devices brought to fruition (Industry Information: Biometrics, 1996).

Hand geometry is essentially based on the fact that virtually every individual's hand is shaped differently than another individual's hand and which over the course of time the shape of the person's hand does not significantly change. 

Technology

The basic principle of operation behind the use of hand geometry is to measure or record the physical geometric characteristics of an individual's hand.  From these measurements a profile or 'template' is constructed which the user will use to compare against subsequent hand readings.

Hand geometry reading (scanning) devices usually fall into one of two categories: mechanical or image-edge detection.  Both methods are used to measure specific characteristics of a person's hand such as length of fingers and thumb, widths, and depth.

According to Zunkel, hand geometry devices employed today take over 90 measurements of the length, width, thickness, and surface area of a person’s hand and fingers.  This process of capturing one's hand measurements occurs with amazing speed, within one second.  To capture the measurements of a person’s hand, a charge-coupled device (CCD) digital camera is used to record the hand's three-dimensional shape.  Unlike fingerprint imaging systems, hand geometry readers do not take into account natural and environmental surface details, such as lines, scars, dirt, and fingernails (Zunkel, D. 1999).

Hand geometry technology posses one of the smallest reference templates in the biometric field, generally under ten bytes.  There are many benefits and/or advantages to using hand geometry as a solution to general security issues including speed of operation, reliability and accuracy, small template size, ease of integration into an existing system, and user-friendliness.

 

Application

There are now thousands of locations all over the world that uses hand geometry devices for access control and security purposes.  There are two markets that are pushing the demand for hand geometry technology; private companies and government departments that want to ensure high-security access of sensitive areas and large companies that claim they are losing hundreds of millions of dollars a year through "buddy punching" and as a result want hand geometry devices to monitor the time and attendance of their employees (Computer Business Review, 1998).  

Another hot market that is interested in employing hand geometry devices is the social services.  It has been reported that a California welfare agency experienced an 8.5 percent drop in general welfare assistance after it installed a hand geometry system (Computer Business Review, 1998).

Recent applications of hand geometry systems include: 

· The 1996 Olympic games where access to and from the Olympic Village was controlled. 

· Colombian legislature 

· San Francisco International Airport 

· Child day care centers use hand geometry systems to verify the identity of parents.  Lotus Development and New Mexico Elementary schools are examples of this. 

· Hospitals use hand geometry systems to monitor payroll accuracy and access control. 

· The Fastgate (INSPASS) pilot program employs hand geometry systems to track border crossings for frequent travelers. 

· The University of Georgia has used hand geometry systems since 1973 for their student meal programs. 

· All branches of the United States military. 

· Over 90 percent of all United States nuclear power plants. 

· Used to track prisoners. 

· Used by international banks. 

· Hand geometry technology is utilized in Automated Identification and Data Capture courses taught at Purdue University.    

 

Trend

As microprocessor technology improves and prices fall, hand geometry applications will continue to grow.  Hand geometry applications are finding their way into mainstream industries including child day care centers, health clubs, and universities.

Other hand geometry applications will continue to surface where high security is a concern including financial transactions, ticket-less travel, and new business and residential applications (Zunkel, D. 1999). 

6.12.7   Keyboard Dynamics 

Keystroke dynamics, also referred to as typing rhythms, is considered one of the most unusual and innovative biometric technologies.  It is considered a fairly new biometric technology and is still under development (Ruggles, T. 1998).

The National Science Foundation as well as the National Institute of Standards and Technology have conducted studies with regards to a person's typing pattern.  Both the National Science Foundation and the National Institute of Standards and Technology have found typing patterns to contain unique characteristics that can be identified (Industry Information: Biometrics, 1996).

 

Technology

Keystroke dynamics looks at the way a person types at a keyboard.  Specifically, keyboard dynamics measures two distinct variables: "dwell time" which is the amount of time you hold down a particular key and "flight time" which is the amount of time it takes a person to between keys.   Keyboard dynamics systems can measure one's keyboard input up to 1000 times per second.

Keystroke dynamics requires, as with most biometric technologies, a "reference template".  This involves several sessions of a person using a keystroke dynamic system so that the system can construct or build the "reference template" by detecting one's typing rhythms.

Keystroke dynamics is behavioral in nature.  It works well with users that can "touch type".  Key advantages in applying keyboard dynamics are that the device used in this system, the keyboard, is unintrusive and does not detract from one's work.  Enrollment as well as identification goes undetected by the user.  Another inherent benefit to using keystroke dynamics as an identification device is that the hardware (i.e. keyboard) is inexpensive.  Currently, plug-in boards, built-in hardware and firmware, or software can represent keystroke dynamics systems.

 

Applications

Keystroke dynamics continues to be looked at with keen interest in data processing circles and other computer industries that require large amounts of keyboard data entry.  Keystroke dynamics technology is an ideal solution for this type of industry since the employee is already using the keyboard on a consistent basis.  

 

Trend

Currently, keystroke dynamics has technical issues that must be addressed before it becomes widespread.  One technical issue is the standardization among computer keyboards and the lack thereof.   Standards among keyboards must be resolved as well as communication protocol structures before keystroke dynamics can successfully enter the marketplace.  To date, there have been half dozen efforts to bring keystroke dynamics to commercial markets; all have failed.  No commercial releases have been announced as of April 1999.  Although, NetNanny is currently in development with keystroke dynamics and is working to get it commercialized.

6.12.8 Dynamic signatures

Signature identification, also known as Dynamic Signature Verification (DSV), is another natural fit in the world of biometrics since identification through one's signature occurs during many everyday transactions.  Any process or transaction that requires an individual's signature is a prime contender for signature identification.

Currently, there have been over 100 patents that have been issued regarding signature identification.  Several corporations including International Business Machines (IBM), National Computer Register (NCR), and VISA hold patents to signature identification technologies. 

Signature identification is an inexpensive biometric solution for industries to adopt.  It was the first biometric application/technology that fell below $1000.  That was in 1986 (Industry Information: Biometrics, 1997).  Currently, tablet-based systems that operates using off-the-shelf digitizers cost as little as $99.

The major technological hurdle for signature identification involves the method of trying to differentiate between the parts of the signature that are habitual (consistent) and those that alter with each signing (behavioral) (Ruggles, T. 1998).   

Behavioral biometrics are unique, often unconscious behaviors of an individual, such as the way they walk, the way they talk, or in the case of signature identification, the way they sign their name.  With a good amount of practice, a person might be able to duplicate the visual image of someone else's signature but it is difficult if not impossible to duplicate "how" that person signs their name (Cadix, Inc. 1999).

 

Technology

Signature identification systems analyze two different areas of an individual's signature: the specific features of the signature and specific features of the process of signing one's signature.  Features that are taken into account and measured include speed, pen pressure, directions, stroke length, and the points in time when the pen is lifted from the paper. 

Signature identification devices also can analyze the "static" image of one's signature.  In using the "static" image method, the signature identification device captures the image of one's signature and saves it for future comparisons to the stored template.

To account for the change in one's signature over time, signature identification systems adapt to any slight variances over time.  The way a dynamic signature identification system accomplishes this is by recording the time, history of pressure, velocity, location and acceleration of a pen each time a person uses the system (Cadix, Inc. 1999).

Applications

Applications of signature identification systems have been slow in their adoption by the financial industry due to the low false reject rates that banks and other financial institutions require.  Although it has been reported that Chase Manhattan Bank was the first bank to test a signature identification application (Davis, A. 1997).  

Other applications of signature identification include: 

· Internal Revenue Service (IRS) has utilized signature identification in electronically filed tax returns.   

· Employment Services in England to verify an individual that is claiming benefits.  

· Pharmaceutical companies are using it to reduce the overall cost and administration of drug regulatory submissions to the FDA.   

· Pentonville Prison in England is employing signature identification to prevent prisoner's signing off food against other prisoner's accounts.  It has also been successfully tested on visitors to the prison.   

· Fingerprint imaging technology is utilized in Automated Identification and Data Capture courses taught at Purdue University. 

 

Trend

Signature identification will continue to develop and improve within the biometric industry because of one major advantage: public acceptance.  New applications are emerging for signature identification.  The healthcare industry is aggressively adopting signature identification for the submission of new drug applications.  Also, the computer industry is using signature identification for computer systems access. 

6.12.9 Voice Print

Texas Instruments pioneered the basis for voice or speech identification technology in the 1960's (Ruggles, T. 1998).  Since that time, voice identification has undergone aggressive research and development to bring it into mainstream society.  

There are many advantages to using voice identification including: 

Considered a "natural" biometric technology 

Provides eyes and hands-free operation 

Reliability 

Flexibility 

Timesaving data input 

Eliminate spelling errors 

Improved data accuracy  

 

Technology

There are different methods or processes in analyzing one's speech pattern but all voice identification systems are developed within a broader-based speech processing technology.   There have been various leading companies including AT&T, ITT, France Telecom, Bellcore, Texas Instruments, and Siemens that have been actively involved in the development of verification algorithms for voice identification systems.

A voice identification system, like other biometric technologies, requires that a "voice reference template" be constructed so that it can be compared against subsequent voice identifications.  To construct the "reference template" an individual must speak a set phrase several times as the system builds the template.  Voice identification systems incorporate several variables or parameters in the recognition of one's voice/speech pattern including pitch, dynamics, and waveform.

A major concern for voice identification systems is how to account for the variations in one's voice each time voice identification occurs.  The rate and pitch at which an individual speaks at one moment is not always the same as the next moment in time.   To help eliminate these types of variations during voice identification, a process comprising Hidden Markov Modeling is applied.

The basis of this approach is that the system (software) uses language models to determine how many different words are likely to follow a particular word.  The realized advantage here is that group’s words (matching word pools) that sound alike, for example "to", "two", and "too", are drastically reduced and actual words are recognized.  Error rates that use this type of language modeling are from one to 15 percent (Ruggles, T. 1998).  

There are five specific forms of voice identification technologies that are currently available or under development:

1. Speaker Dependent
This type of technology involves "training" the system to recognize your speech patterns.  Systems employing this technique can hold a vocabulary of between 30,000 and 120,000 words.  Best if used by a specific user. 

2. Speaker Independent 

This type of voice identification technology can be used by anyone without having to train the system.  As a trade off, the vocabulary is smaller and error rates higher. 
3. Discrete Speech Input 

This environment involves the person speaking to make small pauses, as small as 1/10 of a second, between words.  This allows the system to recognize where words begin and end. 

4. Continuous Speech Input 

Users can speak at a continuous rate but the voice identification software can only recognize a limited amount of words and phrases.  This type of technology is also referred to as "word-spotting" systems.  They are called "word-spotting" because a user can be speaking in long sentences or phrases and the system will only recognize predetermined words. 

5. Natural Speech Input 

This is the most desired form of voice identification, but is still under development.  Here the user is able to speak freely and the system is able to interpret and carry out commands on the fly. 

There are two application methodologies associated with the use of voice identification applications: dedicated hardware and software at the point of access and the dial-up of a PC host using regular phones.

 

Application

Most applications of voice identification today fall under the industries of call-answering and contact-management services.  Other markets that voice verification has penetrated recently include medium-security access control and time and attendance monitoring.  

"Live" applications include: 

· General Motors uses voice identification systems to restrict access to some of its computer rooms

· Staff at a Chicago hospital is required to pass a voice system to enter the new-born baby unit 

· Immigration and Naturalization Service has implemented voice identification for frequent travelers that cross the Mexican border 

· Martin Marietta, GM, and Hertz are using voice identification technology to protect their computer facilities 

· Private estates all over the world are protected with voice identification technology 

· Used in telephone security-based applications 

· Charles Schwab & Company, Sears & Roebuck and Company, and the United Parcel Service of America Inc. have all implemented voice identification systems for customer service situations 

· Telephone commerce 

· Telephony (hands-free dialing) 

· Used by physicians to record patient data and make records while conducting observations 

· Used by disabled persons 

· Used in the legal profession where legal research can be conducted using voice commands to extract information from WESTLAW and LEXIS-NEXIS database services 

· Voice identification technology is utilized in Automated Identification and Data Capture courses taught at Purdue University. 

 

Trend

Voice identification technology is still slow to take off in many markets.  One reason is voice identification is not as accurate as other biometric technologies.   For instance, they tend to have a high false reject rate because of background noise and other variables.  This type of disadvantage makes for an insecure system that can alienate it from large markets such as the financial industry and the government operations.

However, voice identification technology continues to grow and improve.  In the future, voice identification will not only be used for text dictation but to open applications and control predetermined commands.  It has also been estimated that if voice identification technology continues to progress as it has, keyboards will become obsolete in ten years.

Microprocessor technology is also set to help voice recognition become more widespread.   With the release of the Pentium III microprocessor by Intel, a new set of instructions enhancing speech recognition was encoded into the microprocessor.  The new set of instructions will help with front-end audio processing and the throughput of the search algorithms involved in pattern matching.  The enhanced speech recognition instructions will also reduce error rates and response time (21st Century Eloquence, 1999).

It is estimated that revenues from voice/speech identification systems and the telephony equipment and services sold in the United States will increase from $356 million in 1997 to $22.6 billion in 2003 (Smith, L. B. 1998).   
6.12.10 Facial Scan

Facial features identification has been primarily fueled by the swift advancement in multimedia video technology which subsequently has been increasing the presence of cameras in the workplace as well as at home.

Facial feature identification is inherent in all of us.  Individuals can immediately distinguish among people just by looking at their face.  As a result, facial feature identification is considered to be one of the most natural biometric technologies.

Actually, facial feature identification has been around since law enforcement and police agencies started using police "artists" to perform sketches or composites to help identify people.

 

Technology

The process of facial identification incorporates two significant methods: detection and recognition.   

Detection involves locating the human face within an image captured by a video camera and taking that face and isolating it from the other objects captured within the image.   Software canvasses the captured images for general facial structures such as the eyes and nose, and measures and determines the rest of the face.  After constructing an image of one's face, the software "cuts" away any background details leaving the image of one's face in a rectangle frame called a binary mask (Randall, N. 1999).  

Recognition is comparing the captured face to other faces that have been saved and stored in a database.  The basic underlying recognition technology of facial feature identification involves either eigenfeatures (facial metrics) or eigenfaces.  The German word "eigen" refers to recursive mathematics used to analyze unique facial characteristics (Randall, N. 1999).  

When a facial feature identification system utilizes an eigenface approach, the system interprets each facial image as a two-dimensional set of light and dark areas in a particular pattern.  It is these light and dark areas that are considered the eigenfaces.  The light and dark area pattern(s) are then converted and represented as an algorithm, which is then temporarily stored as a combination of eigenfaces.   Finally, the current combination of eigenfaces when a user is scanned by a facial identification system is used to compare against saved eigenfaces in a database (Randall, N. 1999).

However, a eigenfeature system approach strives to determine the distances between such facial features as the nose, eyes, bone structure, mouth, and eyebrows.   The difference with this method is that the facial identification system captures one's face and then extracts certain eigenfeatures from the face.  These eigenfeatures are then compared against saved eigenfeatures in a database (Randall, N. 1999).

There are facial feature identification products that are on the market that use other technologies or methods to capture one's face.  One type of method used is neural networking technology.  This type of technology can employ artificial intelligence that requires the system to "learn" from experience.  This "learning" experience helps the system to close in on an identification of an individual.  Most facial feature identification systems today only allow for two-dimensional frontal images of one's face.  However, there are systems that allow for front and side views, which in effect produce a three-dimensional mapping of one's face.  The advantage of this method is that it eliminates the security concern of unauthorized individuals showing photographs of authorized users to the camera.   Another technology that has been applied in facial feature identification systems is thermal imaging.  Thermal imaging systems employ an infrared camera to capture the pattern of blood vessels under the skin of one's face.  Advantages to this system are that it can be used in complete darkness and is not as effected by facial changes and position.

As with other biometric technologies, facial feature identification systems store multiple reference templates (images) for each user.  

As a final note, facial feature systems can also be categorized as "continuous" or "triggered".   Continuous systems are always active and are constantly scanning facial images.   Triggered systems must be activated in some way in order for the system to scan one's face.

 

Applications

Facial features identification is gaining popularity and therefore applications.   Recent exposure of applications that involve facial features identification include: 

· Social services market (welfare agencies) 

· State motor vehicles agencies (DMV's) 

· Access control 

· Cash machine (ATM) security 

· Government agencies 

· Private research laboratories 

· The Department Immigration and Naturalization SENTRI project employs facial feature technology to help provide rapid transit for commuters across the US/Mexico border. 

· Law enforcement offices 

· Personal computers 

· Mr. Payroll uses facial recognition in its automated teller machines (ATM). 

Trend

Facial feature identification has a promising future ahead and is of interest to biometric developers.  Face feature identification currently accounts for only 2.2 percent of the total biometric market according to Frost & Sullivan, but this figure is set to explode (Computer Business Review, 1998).  

As multimedia personal computer video cameras continue to gain popularity and decline in price, facial feature identification is sure to jump on the bandwagon. 

6.12.11 Vulnerabilities of Biometrics Systems

Biometric systems have their own vulnerabilities attached to them.   Below is a summary of the type of vulnerabilities that are common in biometrics.  This information was found on the AVANTI Biometric Reference site located at:  http://homepage.ntlworld.com/avanti/.  This is a fantastic site and has tons of information about biometrics. 

6.12.11.1 Definition of the term 'Biometric System'

A biometric system includes all of the hardware, associated software and interconnecting infrastructure to enable the end-to-end biometric process. If the biometric process is an integral part of a larger system, then this definition extends to any part of the larger system that holds relevant user data, such as directories and transaction logs for example. In addition, in such a system the process extends to the point after which authentication is complete and no longer required for the larger system to function.

6.12.11.2 Definition of the term 'Vulnerability'

In the context of this paper, vulnerability refers to the potential for the biometric system and associated data to be compromised, either by design (i.e. fraudulent activity), usage error, accident (including opportunistic fraudulent activity as a result), hardware failure or external environmental condition. In addition, it takes into account the vulnerability of the protected benefit as a result of the biometric process being compromised, whilst not specifically covering this area.

6.12.11.3 High-level categories.

The following represent suggested categories for further discussion and development.

6.12.11.3.1 Physical robustness of the user facing devices.

The biometric device, together with any other equipment at the user interface should be designed and implemented in such a way so as to render it resistant to either direct physical attack or deterioration as a result of environmental conditions. If the device and associated equipment at the user interface are attacked, then ideally, it should not be possible to acquire any biometric data or associated transmission protocols as a result. The device should also ideally sense any 'tamper' activity and report this back to the central system accordingly.

The degree to which a device and its interconnections are open to attack, coupled to the possibility of acquiring relevant data or other information as a result, will suggest a measure of vulnerability. The consequences of individual and / or multiple device failure on the rest of the system should be taken into account for risk assessment purposes in the normal manner.

6.12.11.3.2 Security of physical connectivity between authentication points and the host system.

This may consist of a simple direct link between a biometric device and a host controller, such as a personal computer, or it may consist of a more sophisticated proprietary network wherein multiple devices are connected directly to a single host controller. In the latter instance, the situation may be further complicated by the presence of repeater 'nodes' or similar network devices. If any of these wired connections or associated network devices are deliberately interrupted or 'tapped' at any point between biometric device and host, then the possibility of the attacker acquiring either personal biometric data or system related protocol information, will suggest a measure of vulnerability. If all such data is encrypted at source, then the relative robustness of this encryption should be taken into account accordingly. Depending on the application and physical environment, physical protection of such data links may be provided (for example armoured conduit and secure fixings), in which case the relative resistance to attack and environmental deterioration of this physical protection must be taken into account when assessing vulnerability. In addition, the probability of such a direct attack within a given environment / operational situation should be considered.

6.12.11.3.3 Security of third party networks.

If a third party network is utilized as part of the overall biometric system, for example using the Internet to connect remotely to corporate networks. Then the end-to-end connection between host controller and back end application server should be carefully considered. For example, if authentication is undertaken at the host controller, what information is passed back through the gateway to the application server and what is the possibility of capturing this information by 'monitoring' the connection? If authentication is undertaken at the back end server, then how is the biometric data passed between the host controller and authentication engine? A combination of generic data security methodologies and protocols (SSL, IPSEC, VPN's etc.) coupled to proprietary (biometric system) data security methodologies, may suggest a measure of relative vulnerability, although this may be hard to quantify until sufficient experience is gained in this respect. The ability or willingness of third party suppliers (ISP's) to guarantee integrity and security of data may also be viewed as a contributory factor towards vulnerability. Wireless networks should also be included within this category, especially the implications of 'sniffing' data thus transmitted.

6.12.11.3.4 Security of back end authentication engine and associated interfaces.

The possibility of the back end authentication process (in a networked situation) being compromised by the passing of illegal data may represent a point of vulnerability. This category should include the interfaces between the authentication engine and the directories, databases or other components that accept a decision result accordingly. For example, is it possible to bypass the authentication process by seizing control of such an interface and simply injecting the desired result? Similarly, how does the authentication engine verify that it is receiving bona fide live transaction data and not being fed a data stream from another source? The possibility that the authentication engine and its associated interfaces could be fooled in this manner will suggest a measure of vulnerability in this context.

6.12.11.3.5 Security of processes within host controller

Assuming that the biometric device is connected to the host controller via one of the established generic buses, then what is the possibility that data could be extracted covertly from within the host? For example, code could be written to monitor the FIFO buffers on a serial port and copy the data streams to another application for subsequent analysis without the host application (or user) being aware that this was happening. If this were to occur, what is the possibility that biometric data and transmission protocols could be captured, or where applicable, encrypted data could be unscrambled? If data streams were captured covertly in this manner, the infiltrator will of course have time to carefully analyze the resulting data offline. This possibility will suggest a measure of vulnerability accordingly.

6.12.11.3.6 Inherent biometric device performance.

The likelihood that an impostor can fool a biometric device contributes directly to vulnerability. Such impostor attempts may be undertaken via live samples from the wrong person, or perhaps via 'dummy' appendages such as false fingers, hands and so on. The accuracy of manufacturers claimed performance figures and the environment / methodology under which they were arrived at will have a bearing on perceived vulnerability. Actual vulnerability will be harder to quantify under real world operating conditions and will depend upon a number of factors including system settings. A measure of vulnerability to attack in this manner, with a given biometric device, set up in a particular way and within a particular environment would perhaps be assisted via independently verified performance indexes, undertaken against an agreed evaluation criteria. Such criteria may be different from that used for general testing - for example, if working on the premise that many devices can be fooled under certain conditions, then what does it take to compromise the device in this way and what is the probability of this happening under representative operational conditions? Furthermore, can this be quantified in a repeatable like for like manner?

6.12.11.3.7 Overall authentication procedures.

In many instances, the provision and verification of a biometric sample will represent just one part of the overall authentication process. If the process consists of multiple stages, for example, user ID, password and biometric, then the vulnerability of the weakest link should also be taken into consideration. For example, are users given the option to use a password as an alternative to the biometric? Many systems allow for this on a user-by-user basis. The biometric software package itself may be vulnerable in this respect, if someone with administrator rights can change these settings, or if the settings are stored in a directory or database which could be compromised. The overall authentication procedures should therefore be evaluated for vulnerability in themselves, irrespective of the biometric authentication performance. The possibility of configuring or reconfiguring user accounts either in the approved manner or fraudulently may represent a measure of vulnerability. This may also be application specific, depending on the technology utilized.

Conclusions
The actual overall vulnerability of a biometric system or biometric end-to-end process is typically made up of several areas of variable risk. If any of these areas are omitted within vulnerability assessment, then an unrepresentative conclusion will result. The difficulty lies with the number of variables involved (just some of which are covered above) and the relative difficulty of quantifying these accurately. Perhaps an answer lies in breaking down the component parts of a given system architecture and being able to apply consistent measurement / evaluation criteria accordingly. An agreed methodology for summing the relevant component 'scores' of a given system and arriving at a vulnerability index figure would perhaps facilitate a meaningful vulnerability measurement.

At the present time, such a methodology is not in place and it may require a considerable amount of work before this point is reached. In the meantime, it is suggested that describing vulnerability in relation to the biometric device itself (based upon either manufacturer supplied performance figures or independent tests) does not necessarily provide an accurate overall assessment of operational vulnerability. To what degree this is important to the end user will naturally depend upon the application in question, but an understood and repeatable method of describing and evaluating overall vulnerability would certainly be desirable.

6.12.11.4 The zephyr chart

The chart below shows the relation between accuracy, intrusiveness, cost, and effort required.  The International Biometric Group located at: http://www.biometricgroup.com/  have produced this outstanding chart.

There is no one right biometric technology for every application. The Zephyr™ Charts illustrate the advantages and disadvantages of commercially available biometric technologies.  
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The four factors fall under two headings: User Criteria and Technology Criteria 

	User Criteria - Aspects, which relate to the user of the system.
	Technology Criteria - Aspects which relate to the technology

	1. Effort - How much time and effort is required on the part of the user.
	1. Cost - Cost of hardware capture device

	2. Intrusiveness - How intrusive the users perceives the system to be.
	2. Accuracy - How well the system identifies individuals


User Criteria 

In response to the question "What is the best biometric?" one must immediately qualify the application in mind. For different applications, the ideal biometric will vary. An extreme example will illustrate the point: if you are accessing a nuclear facility, the effort and the intrusiveness related to the identification technique is not very consequential. It is not unreasonable to require an employee at a high security facility to spend 30 seconds to verify on the system; such users are unlikely to feel offended by the technique or to find it an invasion of their privacy. At the other extreme, if a biometric is implemented to allow an annual ticket holder into an amusement park, the worst-case scenario is to make the user feel uncomfortable or intruded upon.

System Criteria

The security requirements vary by application as well. In the case of the nuclear facility, a very high level of security is needed, whereas with the amusement park, a lower level is required. Accuracy is comprised of multiple parts: false acceptance rate (the likelihood that an imposter is accepted), false rejection rate (the likelihood that a legitimate user is rejected), and failure to enroll rate (the likelihood that the system is unable to process a user due to poor or inconsistent sample quality). Of course, in each case, the amount of money afforded to each system can vary tremendously. The nuclear facility may have only two entrances, each of which can have a million dollars budgeted to protect access. The amusement part may have hundreds of entrances with a much smaller dollar per entrance budget.

The Zephyr Chart illustrates the comparative strengths and weaknesses of each biometric technology. The eight primary biometric technologies are listed around the outer border, and for each technology the four major evaluation criteria are ranked from outside (better) to inside (worse). Looking at dynamic signature verification (DSV) will illustrate how the Zephyr Chart works. We see that intrusiveness is the farthest out for DSV; as most customers feel very comfortable signing their names to approve transactions, most customers consider DSV non-intrusive. Moving slightly closer to the center of the plot we see effort, still positioned strongly, indicating that the effort to use DSV is not problematic. Cost is further in toward the center; hardware involved with DSV can be as cheap as $80 in the case of an opaque tablet, but keystroke and speaker verification are often less expensive. The accuracy of DSV is the closest to the center of the plot, as it is its greatest disadvantage. Accuracy of DSV is generally considered to be inferior to that of finger scan and iris scan.

6.12.11.5 Order of effectiveness

The order of effectiveness has not changed for a few years.  It is still the same today as it was three years ago.   The list below present them from most effective to list effective:

· Iris scan

· Retina scan

· Fingerprint

· Hand geometry

· Voice pattern

· Keystroke pattern

· Signature

6.12.11.6 Order of acceptance

The order of acceptance has slightly changed in the past years.  It was Iris that was the most accepted method three years ago but today we have Voice Pattern that is by far the most accepted. Here is the list from most accepted first to least accepted at the bottom of the list:

Voice Pattern

Keystroke pattern

Signature

Hand geometry

Handprint

Fingerprint

Iris

Retina pattern

6.12.12 Tokens

First we will look at the definition of a token.  In our context of authentication we could say that it is a software or hardware object used to verify an identity in an authentication process.  Take a look below at other meanings of token according to the context in which it is used.

General usage: 

An object that is used to control access and is passed between cooperating entities in a protocol that synchronizes use of a shared resource. Usually, the entity that currently holds the token has exclusive access to the resource.

Authentication usage: 

A data object or a portable, user-controlled, physical device used to verify an identity in an authentication process. (See: authentication information, dongle.)

Cryptographic usage: 

A portable, user-controlled, physical device used to store cryptographic information and possibly perform cryptographic functions. 

A smart token may implement some set of cryptographic algorithms and may implement related algorithms and key management functions, such as a random number generator. A smart cryptographic token may contain a cryptographic module or may not be explicitly designed that way.

SET usage:

A portable device [e.g., smart card or PCMCIA card] specifically designed to store cryptographic information and possibly perform cryptographic functions in a secure manner. 

Token Limitations

Tokens are a fantastic way of ensuring the identity of a user.  However, you must remember that no system is immune to “human error”.  If the token is lost with it’s pin written on it, or if it were loaned with the corresponding pin it would allow for masquerading.  This is one of the greatest threats that you have with tokens.  As I have often stated,  “There are great management solutions to technical problems but there are no technical solutions to management problems”.  Strong security and awareness are the only way you can entice your users to adhere to better security practices.

Another limitation of some of the tokens is their battery lifespan.  For example, in the case of SecurID you have a token that has a battery that will last from 1 to 3 years depending on the type of token you acquired.  Some token companies such as Cryptocard have introduced tokens that have a small battery compartment allowing you to change the battery when it is discharged.

The last limitation is the token itself.  It is not immune to environmental factors, proper care must be exercise and it is definitively not to be used as a bottle opener.

6.12.12.1 Token Benefits

Even though tokens have limitations that are listed above they offer benefits that make them a very important tool.  Some of the benefits are:  not vulnerable to electronic eavesdropping, guessing, wiretapping, sniffing, mismanagement and they also provide two-factor authentication.

6.12.13 Memory card, Smart card, key card

Smartcards are commonly used in most organization.  Some are used strictly for physical access control while others are used for computer access as well.  One of the main drawbacks of the Smartcards is that they require a reader connected to each of the hosts.  There are a variety of Smartcards available on the market.  Some have only memory while others have processing power as well.  Lately we have seen cards that combined both memory, processing power and biometrics, e.g. you must use your thumb to unlock the card content.

6.12.13.1 Memory Only Card

This type of card is the most common card.  It has a magnetic stripe on the back.

These cards can offer two-factor authentication, the card itself (something you have) and the PIN (something you know).  Everyone is familiar with the use of an ATM (Automated Teller Machine) card.

These memory cards are very easy to counterfeit.  There was a case in Montreal where a storeowner would swipe the card through for the transaction; he would then swipe it through a card reader to get a copy, while a small hidden camera was registering the PIN as the user was punching it on the pad.  This scheme was quickly identified as the victims had one point in common; they all visited the same store.

6.12.13.2 Smart Card or Memory card with some fixed logic (i.e. for encryption)

A new generation of cards has appeared since the middle of the 1980’s called smart cards or chip cards.  They have replaced most of the magnetics cards applications notably for telecom payment and also for credit cards. 

These cards are far more secure than the magnetic cards.  There are several types of cards depending on the application.  

The simpler ones are the Simple Memory cards like the one used as Telecards for telecom payments in the public phone booths  (Generally all the memory content is readable, and there is a maker-area that is unwritable).

Then there are more sophisticated cards. Memory cards with some area read protected by a key; these cards can contain private information in the read-protected area.

Finally, there are microprocessor-cards (the cards work following the ISO-7816 protocol); these are the safest because these cards have their own internal operating system that prevents I/O if the PIN (Personal Identification Number) has not been entered in the cards before they are used.  These cards are used when confidentiality is needed, like credit cards (bank), encrypted TV access cards, health cards, and SIM cards for GSM, etc.

· The word “smart card” has four different meanings (in order of usage frequency): 

· IC card with ISO 7816 interface 

· Processor IC card 

· Personal identity token containing IC-s 

· Integrated Circuit(s) Card is ad ID-1 type (specified in ISO 7810) card, into which has been inserted one or more integrated circuits. [ISO 7816] 

IC cards can be categorized by the capabilities of the chip: 

Memory cards, which can just store data and have no data processing capabilities. 

Wired Logic aka Intelligent Memory cards, which also contain some built-in logic, usually used to control the access to the memory of the card. 

Processor cards contain memory and a processor.  They have remarkable data processing capabilities. Very often the data processing power is used to encrypt/decrypt data, which makes this type of card a very unique personal identification token. Data processing also permits dynamic storage management, which enables the realization of flexible multifunctional cards.

Although the PC card’s size is also ID-1 and it contains integrated circuits, they are usually not called smart cards, because they are rarely used for personal use. When a PC card implements a Personal Security Environment, it fits into the third meaning of smart card that is a personal identity token.

6.12.13.2.1 Overview of Smarcard from SCIA

A very good overview made by the Smart Card Industry Association has been found at http://www.scia.org/aboutSmartCards/overview.html 

PRIMER ON SMART CARDS, Charles Cagliostro 

Defined at its highest level, a smart card is a credit-card sized plastic card with an embedded computer chip. The chip can either be a microprocessor with internal memory or a memory chip with non-programmable logic. The chip connection is either via direct physical contact or remotely via a contact less electromagnetic interface.

History

The technology has its historical origin in the seventies when inventors in Germany, Japan, and France filed the original patents. Due to several factors, not least of which was the immaturity of the semiconductor technology, most work on smart cards was at the research and development level until the mid eighties. Major rollouts such as the French National Visa Debit Card and France Telecom provided the industry with high volume opportunities. Since then, the industry has been growing at tremendous rate is shipping more than one billion (1,000,000,000) cards per year (since 1998).  For an interesting historical perspective of the seventies and eighties, check out the card museum .

Technology

There are two general categories of smart cards: contact and contactless smart cards. A contact smart card requires insertion into a smart card reader with a direct connection to a conductive micromodule on the surface of the card (typically gold plated). It is via these physical contact points, that transmission of commands, data, and card status takes place.  
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Image courtesy of Gemplus
	This diagram shows the micromodule embedded into the plastic substrate or card.  Prior to embedding, a cavity is formed or milled into the plastic card.  Then either a cold or hot glue process bonds the micormodule to the card.  


 Below is a contact micromodule which is embedded into a plastic substrate.   
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Contact Chip Diagram, courtesy of Gemplus
A contactless card requires only close proximity to a reader. Both the reader and the card have antenna and it is via this contactless link that the two communicate. Most contactless cards also derive the internal chip power source from this electromagnetic signal. The range is typically two to three inches for non-battery powered cards, and this is ideal for applications such as mass transit, which require very fast card interface.
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Image courtesy of Gemplus
	 This diagram shows the top and bottom card layers which sandwich the antenna/chip module.  The antenna is typically 3 - 5 turns of very thin wire (or conductive ink), connected to the contactless chip.


Two additional categories, derived from the contact and contactless cards are Combi cards and Hybrid cards. A Hybrid card has two chips, each with its respective contact and contactless interface. The two chips are not connected, but for many applications, this Hybrid serves the needs of consumers and card issuers. Just emerging is the Combi card which in a single chip card with a contact and contactless interface. With Combi cards, it is now possible to access the same chip via a contact or contactless interface, with a very high level of security. The mass transportation and banking industries are expected to be the first to take advantage of this technology.
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Image courtesy of Gemplus
	This shows both the contact and contactless elements of the card.  A Combi Card has only one chip while a Hybrid card has two. 


The chips used in all of these cards fall into two categories as well: microprocessor chips and memory chips. A memory chip can be viewed as small floppy disks with optional security. Memory cards can hold from 103 bits to 16,000 bits of data. They are less expensive than micprocessor cards but with a corresponding decrease in data management security. They depend on the security of the card reader for their processing and are ideal when security requirements permit use of cards with low to medium security. 

A microprocessor chip can add, delete and otherwise manipulate information in its memory. It can be viewed as a miniature computer with an input/output port, operating system and hard disk. Microprocessor chips are available 8, 16, and 32 bit architectures. Their data storage capacity ranges from 300 bytes to 32,000 bytes with larger sizes expected with semiconductor technology advances. Their ability to download not just data but applications is being advanced by Sun with JavaCard technology and Mondex with Multos. 
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Microprocessor Chip Diagram, courtesy of Gemplus 

Standards

The basic smart card standard is the ISO 7816 series, part 1-10. These standards are derived from the financial ID card standards and detail the physical, electrical, mechanical, and application programming interface to a contact chip card.  Visit the Standards Page on the SCIA site for more information. 

Applications

The list of potential applications for smart card technology would be too long for this primer. Instead, listed below are some of the major applications seen around the world. 

There are over 300,000,000 GSM mobile telephones with smart cards that contain the mobile phone security and subscription information. The handset is personalized to the individual by inserting the card that contains its phone number on the network, billing information, and frequently call numbers.

Almost every small dish TV satellite receiver uses a smart card as its removable security element and subscription information. There are over 4 million in the US alone between DirectTV, USSB and Echo Star. There are millions more in Europe and Asia.

The Financial industry has been quick to adopt smart card technology in various countries around the world. Every French Visa Debit card (over 25,000,000) has a chip in it. In Germany, about 40,000,000 banking cards have been issued. EuroPay, MasterCard, and Visa all have smart card programs for their bank members. In the Portugal and Singapore, the national banking networks have launched electronic purse projects. Proton has worked with its banking partners to issued over 25,000,000 electronic purse cards in several countries.

Various countries with national health care programs have deployed smart card systems. The largest is the German solution that deployed over 80,000,000 cards to every person in Germany and Austria. 

There are over 100 countries worldwide who have reduced or eliminated coins from the pay phone system by issuing smart cards. Germany, France, UK, Brazil, Mexico, and China have major programs.

Other applications for smart cards include computer/internet user authentication and non-repudiation, retailer loyalty programs, physical access, resort cards, mass transit, electronic toll, product tracking, national ID, drivers license, pass ports, and the list goes on.  For more information, visit the about smart cards applications page on the SCIA site. 
6.12.13.3 Smartcard Attacks

The Litronic web site http://www.litronic.com/whitepaper/scconclusion.html has a good article on smartcard attacks.  Here is an extract from their site:

Attacks on smartcards generally fall into four categories. 

· Logical attacks
Logical attacks occur when a smartcard is operating under normal physical conditions, but sensitive information is gained by examining the bytes going to and from the smartcard. One example is the so-called "timing attack" described by Paul Kocher. In this attack, various byte patterns are sent to the card to be signed by the private key. Information such as the time required to perform the operation and the number of zeroes and ones in the input bytes are used to eventually obtain the private key. There are logical countermeasures to this attack but not all smartcard manufacturers have implemented them. This attack does require that the PIN to the card be known, so that many private key operations can be performed on chosen input bytes.

· Physical attacks
Physical attacks occur when normal physical conditions, such as temperature, clock frequency, voltage, etc, are altered in order to gain access to sensitive information on the smartcard. Most smartcard operating systems write sensitive data to the EEPROM area in a proprietary, encrypted manner so that it is difficult to obtain clear text keys by directly hacking into the EEPROM. Other physical attacks that have proven to be successful involve an intense physical fluctuation at the precise time and location where the PIN verification takes place. Thus, sensitive card functions can be performed even though the PIN is unknown. This type of attack can be combined with the logical attack mentioned above in order to gain knowledge of the private key. Most physical attacks require special equipment.

· Trojan Horse attacks
This attack involves a rogue, Trojan horse application that has been planted on an unsuspecting user’s workstation. The Trojan horse waits until the user submits a valid PIN from a trusted application, thus enabling usage of the private key, and then asks the smartcard to digitally sign some rogue data. The operation completes but the user never knows that their private key was just used against their will. The countermeasure to prevent this attack is to use “single-access device driver" architecture. With this type of architecture, the operating system enforces that only one application can have access to the serial device (and thus the smartcard) at any given time. This prevents the attack but also lessens the convenience of the smartcard because multiple applications cannot use the services of the card at the same time. Another way to prevent the attack is by using a smartcard that enforces a "one private key usage per PIN entry" policy model. In this model, the user must enter their PIN every single time the private key is to be used and therefore the Trojan horse would not have access to the key.

· Social Engineering attacks
In computer security systems, this type of attack is usually the most successful, especially when the security technology is properly implemented and configured. Usually, these attacks rely on the faults in human beings. An example of a social engineering attack has a hacker impersonating a network service technician. The serviceman approaches a low-level employee and requests their password for network servicing purposes. With smartcards, this type of attack is a bit more difficult. Most people would not trust an impersonator wishing to have their smartcard and PIN for service purposes.

Any security system, including smartcards, is breakable. However, there is usually an estimate for the cost required to break the system, which should be much greater than the value of the data being protected by the system. Independent security labs test for common security attacks on leading smartcards, and can usually provide an estimate of the cost in equipment and expertise of breaking the smartcard. When choosing a smartcard for architecture, one can ask the manufacturer for references to independent labs that have done security testing. Using this information, designers can strive to ensure that the cost of breaking the system would be much greater than the value of any information obtained.

6.12.14 One-time Passwords

Changed after every use

Handheld password generator (tokens) 3 basic types

· Synchronous/PIN synchronous

· Transaction synchronous

· Asynchronous/PIN asynchronous 

6.13 Administrative

Below you will find some administrative steps that can be taken to improve your access control and maintain proper security in your environment.

6.13.1 Separation of Duties
To ensure that no single employee has control of a transaction from beginning to end, two or more people should be responsible for the task.  For example, anyone allowed creating or certifying a transaction should not be allowed to execute it. Thus, a transaction cannot be manipulated for personal gain unless everyone responsible for the transaction participates.

6.13.2 Rotation of Duties

Job assignments should be changed periodically so that it is more difficult for users to collaborate to exercise complete control of a transaction and subvert it for fraudulent purposes. This principle is effective when used in conjunction with a separation of duties. Problems in effectively rotating duties usually appear in organizations with limited staff resources and inadequate training programs.  Rotation of duties will protect you against fraud; provide cross training to your employees, as well as assuring trained backup in case of emergencies.
6.13.3 Collusion

We have seen that separation of duties was a control separating a process into component parts. Each component has an authorized user, who must perform his or her part in the process in order for the process to be completed. 

Collusion is when more than one person controlling a component part collaborates with others to breach the security of a system. 

6.13.3.1 Least privilege 

The notion of least privilege is when access to information is given only on a “need to know” basis.  By default a user has no access.

6.13.3.2 Ownership

The owner of a resource, document, or data is responsible for evaluation and enforcing the security requirements.  The owner must also take steps to ensure the appropriate controls for the storage, handling, distribution, and use of the information in a secure manner.  He is also responsible for authorizing access and reviewing access violation attempts.

6.13.3.3 Labelling

In order to avoid mishandling of media or information, proper labeling must be used.

· All tape, floppy disks, and other computer storage media containing sensitive information must be externally marked with the appropriate sensitivity classification. 

· All tape, floppy disks, and other computer storage media containing unrestricted information must be externally marked as such. 

· All printed copies, printouts, etc., from a computer system must be clearly labeled with the proper classification.

As a rule of thumb, you should have an indication of the classification of the document.  The classification is based on the sensitivity of information.  It is usually marked at the minimum on the front and back cover, title, and first pages.

6.13.3.4 Access Control Record Management

It is necessary to clean up your user database once in a while.  Here are a few steps that you should perform on a regular basis:

· Remove obsolete userids bimonthly

· Compare with payroll (everyone gets paid) and human resource for an up-to-date list of employees.

· Suspend inactive use rids (accounts) after 30-60 days

· Delete suspended userids 30-60 days after suspension

· Remove redundant UID, accounts, role-based groupings from resource ACL

· Remove redundant resource rules from UID, accounts, and role based groups.

6.13.4 Single Sign-On (SSO)

This is a method for a users to identify and present credentials only once to a system. Information needed for future system access to resources is forwarded by the initial System.

BENEFITS

· More efficient user log-on process

· Users select stronger passwords

· Inactivity timeout and attempt thresholds applied uniformly closer to user point of entry

· Improved timely disabling of all network/computer accounts for terminated users 

Security Servers


Kerberos and Sesame



Widely used to authenticate users and uses encryption to secure authentication data 



Transmission by ticket.


Scripting



Script based SSO uses macro language



Replays user keystroke



Look for messages (screen based hosts) or message strings (character based hosts)



Can be implemented through secure workstation approach or secure server

6.13.5 Tickets


Issued by Kerberos



Trusted 3rd party authentication service




MIT project Athena




Kerberos database of clients and private keys





Network services requiring authentication





Clients desiring services

CREDENTIALS


Tickets and authenticators



Both based on private key encryption



Different keys


Tickets



Securely pass identity of person




Between authentication server and end server




Same person verification information


Authenticators



Contains same verification information


Ticket use



Single server and single client




Contains: server and client’s names, client Internet address, timestamp, 

Lifetime, random session key




Encrypted in key of server

SESAME 

Secure European System for Applications in a Multivendor Environment


Provides distributed access control for SSO using symmetric and asymmetric crypto 


Project of ECMA (European Computer Manufacturer Associations)


Uses 2 types of security certificates



Authentication certificates




Certifies subject authenticated



Privilege attribute certificates




Subject access privileges



Provides global access identity




Target end system provides mapping to local access control environment

6.13.6 End user security

Diskless workstations – Thin client


No capabilities to store permanently files or programs


Control located at server

6.14 Access Control Methodologies and Implementation

6.14.1 Centralized/Remote Authentication Access Controls
In this section we will cover RADIUS (Remote Authentication Dial In User Service) and TACASS (Terminal Access Controller Access Control System).  

I will cover RADIUS as per RFC2138.   There are hundreds of implementations of RADIUS available, some offer extended features and others are very basic.  There are free implementations that work very well.  You can read RFC2138 at:

http://www.theinternetbook.net/RFC/rfc2138.html. 

If you wish to get tons of information about TACASS, please refer to the CISCO web site at address http://www.cisco.com, use the search engine to look for the keyword TACASS.

6.14.1.1 RADIUS

RADIUS is a protocol for carrying authentication, authorization, and configuration information between a Network Access Server, which desires to authenticate its links and a shared    Authentication Server.  RADIUS is a standard published in RFC2138 as mentioned above.

As ChuckB mentions:  RADIUS performs communications functions including connection requests, authenticating the user, and returning all info necessary for the client to deliver the service to the user. It can also act as a proxy client. Transactions between the client and the RADIUS server are authenticated via a shared secret, which is never sent over the network. Users normally choose between TACACS and RADIUS.

Managing dispersed serial line and modem pools for large numbers of users can create the need for significant administrative support.  Since modem pools are by definition a link to the outside world, they require careful attention to security, authorization and accounting.  This can be best achieved by managing a single "database" of users, which allows for authentication (verifying user name and password) as well as configuration information detailing the type of service to deliver to the user (for example, SLIP, PPP, telnet, rlogin).

Key features of RADIUS are:

   Client/Server Model

· A Network Access Server (NAS) operates as a client of RADIUS.  The client is responsible for passing user information to designated RADIUS servers, and then acting on the response, which is returned.

· RADIUS servers are responsible for receiving user connection requests, authenticating the user, and then returning all configuration information necessary for the client to deliver service to the user.

· A RADIUS server can act as a proxy client to other RADIUS servers or other kinds of authentication servers.

   Network Security

· Transactions between the client and RADIUS server are authenticated through the use of a shared secret, which is never sent over the network.  In addition, any user passwords are sent encrypted between the client and RADIUS server to eliminate the possibility that someone snooping on an unsecure network could determine a user's password.

6.14.1.2 TACACS

Oberon posted the following concise and clear definition in the forums:

A client/server protocol for handling authentication, authorization, and accounting messages. There are three generations of the TACACS protocol, although nowadays the term implies TACACS+. 

The original TACACS protocol was developed by BBN for MILNET. It was UDP based and mainly intended to provide validation of dial up user login passwords. The TACACS protocol was formally specified, but the spec is not generally available.


Cisco implemented an enhanced version of TACACS, known as XTACACS (extended TACACS), which was also compatible with TACACS. It allowed for UDP and TCP encoding. XTACACS contained several improvements: It provided accounting functionality to track length of login and which hosts a user connected to, and it also separated the authentication, authorization, and accounting processes such that they could be independently implemented. None of the three functions are mandatory. XTACACS is described in RFC 1492. 

TACACS+ is the latest Cisco implementation. It is best described as XTACACS with improved attribute control (authorization) and accounting. Authorization can be done on a per-user/per-group basis, and is dynamic. That is, the client requests authorization from the server when the action is initiated, rather than getting a complete list of permitted actions as part of the login validation. Transactions between the client and server are authenticated by use of a shared secret. The entire body of transaction messages is generally encrypted, although this is optional. This iteration is defined in an Internet draft, which can be found at:

http://www.cisco.com/warp/public/459/tac-rfc.1.76.txt 


6.14.2 Decentralized Access Control

Decentralized trust management remains a challenge in today’s environment.   Domains are based on trust; trust relationships sometimes can be compromised if proper care is not taken.

· Centralized versus Decentralized Access Control Techniques 
· Centralized: A (centralized) controller authorizes stations access to the network 

· Stations must wait until they receive permission 

· (+) Greater control in providing service (e.g., priority) 

· (+) Allows use of relatively simple access logic at each station 

· (+) Avoids problem s of coordinating (asynchronous) access 

· (-) Single point of failure 

· (-) Controller may become performance bottleneck 

· E.g., FDM, TDM 

· Decentralized access control is the opposite of the items mentioned above

Domains

A security domain is a single domain of trust that shares a single security policy and a single management source. Historically, security domains have been used to define a single system. Modern networks often implement security domains that include many systems.

In general, a domain may be defined as a sphere of influence. With computers, it is useful to be able to talk about the extent of influence of various mechanisms and components.

Historically, the term “domain” was synonymous with “computer”. In early single-thread computers, every application owned the whole machine and that was its domain. In modern systems, multiple applications run as synchronously under the control of operating systems and monitors. Each of these processes may have a different domain. In early operating systems, the domain of the operating system was usually congruent with that of the hardware processor in which it ran; in modern systems, this may not be true. Some operating systems control multiple processors, and some processors run multiple operating systems.

In addition, the domain of early access control facilities was congruent with that of the operating system under which it ran; this is no longer true. Although few operating systems run more than one access control facility, it is not unusual for a single access control facility to serve multiple operating systems and even processors.

Although this flexibility is valuable, it may influence security. It may provide uniformity of control, yet in doing so, it may compromise the integrity of the implementation. The wider the domain, the more difficult it is to maintain its integrity.

Trust

Trusted subject - a subject that is part of the TCB.  It has the ability to violate the security policy, but is trusted not to actually do so. For example in the BellLaPadulla model a trusted subject is not constrained by the *-property and thus has the ability to write sensitive information into an object whose level is not dominated by the (maximum) level of the subject, but it is trusted to only write information into objects with a label appropriate for the actual level of the information. 
Here is an example of trust in UNIX system that may create large holes:

Many UNIX implementations of TCP/IP enable you to create a file on each host system, /etc/hosts.equiv, that defines a list of special hosts. Although intended to be a timesaving device, it creates a rather larger security risk. The purpose behind it is to enable a user from one system to log into another without requiring them to supply a password. 

The /etc/hosts.equiv file is also saying that every user on the other host is a trusted user and allowed to log into this host without authentication (i.e. NO PASSWORD). The only thing that must exist for a user to log in to this system is an /etc/passwd entry by the same login name the user is currently using. In other words, if there is a user trying to log into this system whose login name is "bhope", then there must be a "bhope" listed in the /etc/passwd file. Imagine the ramifications if this host had a user named Michael Morris, and he used the login name of "mmorris"; and the "seawitch" host had a user named Matt Morris, who also used a login name of "mmorris." Even though they are not the same person, and should not be viewing the same files, Matt Morris has full access to all of Michael Morris’ files if he chooses to log into this system. The host.equiv file is telling the operating system that if the user "mmorris" who is currently logged in on the "seawitch" machine attempts to remotely log into this system, then let him in without requiring a password. Your system "trusts" him because he has successfully logged in on host "pigseye," and your system has an equivalent user on this system. 

The security risks here should be readily apparent. If an intruder can successfully break into one system, you are giving them access to all of your hosts that trust the violated system. 

6.15 File and Data Ownership and Custodianship

The first thing that is needed in the case of ownership is support from higher management.  It will be a useless effort if the policies are not enforced at the highest level and also enforced at all levels of management.  A strong policy must be in place; below you will see an example of such a policy:

All information, regardless of the form or format, which is created or used in support of company business activities, is corporate information. Corporate information is a company asset and must be protected from its creation, through its useful life, and authorized disposal. It should be maintained in a secure, accurate, and reliable manner and be readily available for authorized use. Information will be classified based on its sensitivity, legal, and retention requirements, and type of access required by employees and other authorized personnel.

Information security is the protection of data against accidental or malicious disclosure, modification, or destruction. Information will be protected based on its value, confidentiality, and/or sensitivity to the company, and the risk of loss or compromise. At a minimum, information will be update-protected so that only authorized individuals can modify or erase the information.

The above policy is the minimum requirement to proceed with developing and implementing a data classification program. Additional policies may be required, such as an Information Management Policy, which supports the Information Security Policy. 

The ISO should consider developing this policy, and integrating it with the Information Security Policy. This policy would:
· Define information as an asset of the business unit, 

· Declare local business managers as the owners of information, 

· Establish Information Systems as the custodians of corporate information, 

· Clearly define roles and responsibilities of those involved in the ownership and classification of information, 

· Define the classifications and criteria that must be met for each, 

· Determine the minimum range of controls to be established for each classification. 

6.16 Method of attacks

Brute force

Identifying secret data by testing all possibilities is referred to as an exhaustive attack. For example, one can identify a valid password by testing all possible passwords until a match is found. Exhaustive attacks almost always reveal the desired data. Like most other attacks, however, an exhaustive attack is efficient only when the value of the data obtained is greater than the cost of the attack.
Defenses against exhaustive attacks involve increasing the cost of the attack by increasing the number of possibilities to be exhausted. For example, increasing the length of a password will increase the cost of an exhaustive attack. Increasing the effective length of a cryptographic key variable will make it more resistant to an exhaustive attack.

Spoofing
Spoofing is an attack in which one person or process pretends to be a person or process that has more privileges. For example, user A can mimic behavior to make process B believe user A is user C. In the absence of any other controls, B may be duped into giving to user A the data and privileges that were intended for user C.
One way to spoof is to send a false notice to system users informing them that the system’s telephone number has been changed. When the users call the new number, they see a screen generated by the hacker’s machine that looks like the one that they expected from the target system. Believing that they are communicating with the target system, they enter their IDs and passwords. The hacker promptly plays these back to the target system, which accepts the hacker as a legitimate user. Two spoofs occur here. First, the hacker spoofs the user into believing that the accessed system is the target system. Second, the hacker spoofs the target system into believing that he is the legitimate user.

Denial of Service

Denial of Service is an attack on the operating system or software using buffer overflows. The result is that the target is unable to reply to service requests. This is too a large an area of information to try to cover here, so I will limit my discussion to the types of denial of service (DoS) attacks: 



There are several known DoS attacks as follows: 


TCP Syn Attack -- All the memory is allocated for TCP connections ensuring that not enough memory is left over for other functions. To protect against this engineers should limit the number of TCP connections accepted and the time allowed for handshaking; i.e. packets sent to your site, you send SYN ACK to a non-existent site that never returns ACK and the handshake is never completed. 


Ping of Death -- This exploit is based on the fragmentation implementation of IP whereby large packets are reassembled and can cause machines to crash. 'Ping of Death takes advantage of the fact that it is possible to send an illegal ICMP Echo packet with more than the allowable 65, 507 octets of data because of the way fragmentation is performed. A temporary fix is block ping packets. Ideally, an engineer should secure TCP/IP from overflow when reconstructing IP fragments. 


Land.c. attack -- Attacks an established TCP connection. A program sends a TCP SYN packet giving the target host address as both the sender and destination using the same port causing the OS to hang. 

 
Teardrop.c. attack – This is also based on the fragmentation implementation of IP whereby reassembly problems can cause machines to crash. The attack uses a reassembly bug with overlapping fragments and causes systems to hang or crash. It works for any Internet Protocol type because it hits the IP layer itself. Engineers should turn off directed broadcast capability. 


SMURF attack -- This attack floods networks with broadcast traffic so that the network is congested. The perpetrator sends a large number of spoofed ICMP (Internet Control Message Protocol) echo requests to broadcast addresses hoping packets will be sent to the spoofed addresses. You need to understand the OSI model and how protocols are transferred between layer 3 and layer 2 to understand this attack. The layer 2 will respond to the ICMP echo request with an ICMP echo reply each time, multiplying the traffic by the number of hosts involved. Engineers should turn off broadcast capability (if possible in your environment) to deter this kind of attack. 


Spamming -- Involves repeatedly sending identical e-message to a particular address. It is a variant of bombing, and is made worse when the recipient replies -- i.e. recent cases where viruses or worms were attached to the e-mail message and ran a program that forwarded the message from the reader to any one on the user's distribution lists. This attack cannot be prevented, but you should ensure that entrance and exit of such mail is only through central mail hubs.

Dictionary

Dictionaries may be used in a cracking program to determine passwords. A short dictionary attack involves trying a list of hundreds or thousands of words that are frequently chosen as passwords against several systems. Although most systems resist such attacks, some do not. In one case, one system in five yielded to a particular dictionary attack.

Insiders with expanded privileges can use long dictionary attacks. In this approach, a natural-language dictionary in the native language of the system users is encrypted under the encryption scheme used by the target system. The encrypted values of words in the dictionary are then compared to the encrypted passwords in the password file; a match occurs whenever a password has been chosen from the dictionary.

Three conditions are necessary to the success of a long dictionary attack. First, the attacker must be able to log on to the target system; this condition may be met by the use of a short dictionary attack. Second, the attacker must have read access to the password file; in many systems, particularly UNIX systems, this is the default access. Third, the attacker must know the mechanism and the key variable under which the passwords are encrypted; this condition is often met simply by using the defaults with which the system was shipped. Although these conditions may never be met in a well-managed system, dictionary attacks often work against several systems in a sufficiently large population of target systems.

Man-in-the-middle attacks

The weakest point in the communication based on asymmetric encryption is the knowledge about the real owners of keys. Somebody evil could generate a key pair, give the public key away and tell everybody, that it belongs to somebody else. Now, everyone believing it will use this key for encryption, resulting in the evil man being able to read the messages. If he encrypts the messages again with the public key of the real recipient, he will not be easily recognized.  This sort of attack is called ``man-in-the-middle'' attack and can only be prevented by making sure, public keys really belong to the one being designated as owner. 

Spamming

Abusers repeatedly sending an identical email message to a particular address characterize email “bombing”.

Email "spamming" is a variant of bombing; it refers to sending email to hundreds or thousands of users (or to lists that expand to that many users). Email spamming can be made worse if recipients reply to the email, causing all the original addressees to receive the reply. It may also occur innocently, as a result of sending a message to mailing lists and not realizing that the list explodes to thousands of users, or as a result of an incorrectly set-up responder message. 

Email bombing/spamming may be combined with email "spoofing" (which alters the identity of the account sending the email), making it more difficult to determine whom the email is actually coming from. 

Sniffers

A sniffer is a program and/or device that monitor data traveling over a network. Sniffers can be used both for legitimate network management functions and for stealing information off a network. Unauthorized sniffers can be extremely dangerous to a network's security because they are virtually impossible to detect
Crackers

Crackers are individuals who try to break into a computer system. The term was coined in the mid-80s by hackers who wanted to differentiate themselves from individuals whose sole purpose is to sneak through security systems. Whereas crackers sole aim is to break into secure systems, hackers are more interested in gaining knowledge about computer systems and possibly using this knowledge for playful pranks. Although hackers still argue that there's a big difference between what they do and what crackers do, the mass media has failed to understand the distinction, so the two terms -- hack and crack -- are often used interchangeably.
6.17 Monitoring

Intrusion Detection is a quickly evolving domain of expertise.  In the past year we have seen giant steps forward in this area.  We are now seeing IDS engines that will detect anomalies, and that have some built-in intelligence.  It is no longer a simple game of matching signatures in your network traffic.

For this section of the document I have simply extracted my information from some of the fantastic Intrusion Detection FAQ and documentation available on the web.   References will be indicated throughout the document.

6.17.1 Overview

The overview of the different systems with their weakness and strength has been extracted from NIST Special Publication on Intrusion Detection written by Rebecca Bace and Peter Mell.  It is currently in draft only, but is already an excellent document for anyone interested in Intrusion Detection.   Below you will find some extracts that have been reformatted to fit the style of this document.  The complete document can be found at: 

http://csrc.nist.gov/publications/drafts/idsdraft.doc 

What is intrusion detection?

Intrusion detection is the process of monitoring the events occurring in a computer system or network and analyzing them for signs of intrusions, defined as attempts to compromise the confidentiality, integrity, availability, or to bypass the security mechanisms of a computer or network. Intrusions are caused by attackers accessing the systems from the Internet, authorized users of the systems who attempt to gain additional privileges for which they are not authorized, and authorized users who misuse the privileges given them.  Intrusion Detection Systems (IDSs) are software or hardware products that automate this monitoring and analysis process.

Why should I use Intrusion Detection Systems?

Intrusion detection allows organizations to protect their systems from the threats that come with increasing network connectivity and reliance on information systems. Given the level and nature of modern network security threats, the question for security professionals should not be whether to use intrusion detection, but which intrusion detection features and capabilities to use. 

IDSs have gained acceptance as a necessary addition to every organization’s security infrastructure. Despite the documented contributions intrusion detection technologies make to system security, in many organizations one must still justify the acquisition of IDSs. There are several compelling reasons to acquire and use IDSs: 

· To prevent problem behaviors by increasing the perceived risk of discovery and punishment for those who would attack or otherwise abuse the system,

· To detect attacks and other security violations that are not prevented by other security measures, 

· To detect and deal with the preambles to attacks (commonly experienced as network probes and other “doorknob rattling” activities),

· To document the existing threat to an organization

· To act as quality control for security design and administration, especially of large and complex enterprises

· To provide useful information about intrusions that do take place, allowing improved diagnosis, recovery, and correction of causative factors.  Preventing problems by increasing the perceived risk of discovery and punishment of attackers.  A fundamental goal of computer security management is to affect the behavior of individual users in a way that protects information systems from security problems. Intrusion detection systems help organizations accomplish this goal by increasing the perceived risk of discovery and punishment of attackers. This serves as a significant deterrent to those who would violate security policy.

· Detecting problems that are not prevented by other security measures.  Attackers, using widely publicized techniques, can gain unauthorized access to many, if not most systems, especially those connected to public networks. This often happens when known vulnerabilities in the systems are not corrected.   Although vendors and administrators are encouraged to address vulnerabilities (e.g. through public services such as ICAT,    MACROBUTTON HtmlResAnchor http://icat.nist.gov
) lest they enable attacks, there are many situations in which this is not possible: In many legacy systems, the operating systems cannot be patched or updated. 

· Even in systems in which patches can be applied, administrators sometimes have neither sufficient time nor resource to track and install all the necessary patches. This is a common problem, especially in environments that include a large number of hosts or a wide range of different hardware or software environments.  

· Users can have compelling operational requirements for network services and protocols that are known to be vulnerable to attack. 

· Both users and administrators make errors in configuring and using systems. 

· In configuring system access control mechanisms to reflect an organization’s procedural computer use policy, discrepancies almost always occur. These disparities allow legitimate users to perform actions that are ill advised or that overstep their authorization.  In an ideal world, commercial software vendors would minimize vulnerabilities in their products, and user organizations would correct all reported vulnerabilities quickly and reliably. However, in the real world, this seldom happens thanks to our reliance on commercial software where new flaws and vulnerabilities are discovered on a daily basis.

Given this state of affairs, intrusion detection can represent an excellent approach to protecting a system. IDS can detect when an attacker has penetrated a system by exploiting an uncorrected or uncorrectable flaw. Furthermore, it can serve an important function in system protection, by bringing the fact that the system has been attacked to the attention of the administrators who can contain and recover any damage that results. This is far preferable to simply ignoring network security threats where one allows the attackers continued access to systems and the information on them. 

Detecting the preambles to attacks (often experienced as network probes and other tests for existing vulnerabilities) when adversaries attack a system, they typically do so in predictable stages. The first stage of an attack is usually probing or examining a system or network, searching for an optimal point of entry. In systems with no IDS, the attacker is free to thoroughly examine the system with no risk of discovery or retribution. Given this unfettered access, a determined attacker will eventually find vulnerability in such a network and exploit it to gain entry to various systems. 

The same network with an IDS monitoring its operations presents a much more formidable challenge to that attacker. Although the attacker may probe the network for weaknesses, the IDS will observe the probes, will identify them as suspicious, may actively block the attacker ’s access to the target system, and will alert security personnel who can then take appropriate actions to block subsequent access by the attacker. Even the presence of a reaction to the attacker’s probing of the network will elevate the level of risk the attacker perceives, discouraging further attempts to target the network.

6.17.2 The threats and why use an IDS

When you are drawing up a budget for network security, it often helps to substantiate claims that the network is likely to be attacked or is even currently under attack.  Furthermore, understanding the frequency and characteristics of attacks allows you to understand what security measures are appropriate to protect the network against those attacks. 

IDSs verify, itemize, and characterize the threat from both outside and inside your organization’s network, assisting you in making sound decisions regarding your allocation of computer security resources. Using IDSs in this manner is important, as many people mistakenly deny that anyone (outsider or insider) would be interested in breaking into their networks. Furthermore, the information that IDSs give you regarding the source and nature of attacks allows you to make decisions regarding security strategy driven by demonstrated need, not guesswork or folklore.  

Quality control for security design and administration

When IDSs run over a period of time, patterns of system usage and detected problems can become apparent.  These can highlight flaws in the design and management of security for the system, in a fashion that supports security management correcting those deficiencies before they cause an incident.

Providing useful information about actual intrusions

Even when IDSs are not able to block attacks, they can still collect relevant, detailed, and trustworthy information about the attack that supports incident handling and recovery efforts. Furthermore, this information can, under certain circumstances, enable and support criminal or civil legal remedies.  Ultimately, such information can identify problem areas in the organization’s security configuration or policy. 

6.17.3 Process model for Intrusion Detection

Many IDSs can be described in terms of three fundamental functional components:

· Information Sources – the different sources of event information used to determine whether an intrusion has taken place.  These sources can be drawn from different levels of the system, with network, host, and application monitoring most common.

· Analysis  – the part of intrusion detection systems that actually organizes and makes sense of the events derived from the information sources, deciding when those events indicate that intrusions are occurring or have already taken place. The most common analysis approaches are misuse detection and anomaly detection. 

· Response – the set of actions that the system takes once it detects intrusions. These are typically grouped into active and passive measures, with active measures involving some automated intervention on the part of the system, and passive measures involving reporting IDS findings to humans, who are then expected to take action based on those reports.

6.17.4 Architecture

The architecture of an IDS refers to how the functional components of the IDS are arranged with respect to each other. The primary architectural components are the Host, the system on which the IDS software runs, and the Target, the system that the IDS is monitoring for problems.

Host-Target Co-location

In early days of IDSs, most IDSs ran on the systems they protected.  This was due to the fact that most systems were mainframe systems, and the cost of computers made a separate IDS system a costly extravagance. This presented a problem from a security point of view, as any attacker that successfully attacked the target system could simply disable the IDS as an integral portion of the attack.

Host-Target Separation

With the advent of workstations and personal computers, most IDS architects moved towards running the IDS control and analysis systems on a separate system, hence separating the IDS host and target systems. This improved the security of the IDS as this made it much easier to hide the existence of the IDS from attackers. 

6.17.5 Goals

Although there are many goals associated with security mechanisms in general, there are two overarching goals usually stated for intrusion detection systems. 

· Accountability is the capability to link a given activity or event back to the party responsible for initiating it. This is essential in cases where one wishes to bring criminal charges against an attacker. The goal statement associated with accountability is: “I can deal with security attacks that occur on my systems as long as I know who did it (and where to find them.)” Accountability is difficult in TCP/IP networks, where the protocols allow attackers to forge the identity of source addresses or other source identifiers. It is also extremely difficult to enforce accountability in any system that employs weak identification and authentication mechanisms. 

· Response is the capability to recognize a given activity or event as an attack and then taking action to block or otherwise affect its ultimate goal. The goal statement associated with response is “I don’t care who attacks my system as long as I can recognize that the attack is taking place and block it.” Note that the requirements of detection are quite different for response than for accountability. 

6.17.6 Classification

The most common way to classify IDSs is to group them by information source. Some IDSs analyze network packets, captured from network backbones or LAN segments, to find attackers. Other IDSs analyze information sources generated by the operating system or application software for signs of intrusion. 

6.17.6.1 Network-Based IDSs

The majority of commercial intrusion detection systems are network-based. These IDSs detect attacks by capturing and analyzing network packets. Listening on a network segment or switch, one network-based IDS can monitor the network traffic affecting multiple hosts that are connected to the network segment, thereby protecting those hosts. 

Network-based IDSs often consist of a set of single-purpose sensors or hosts placed at various points in a network. These units monitor network traffic, performing local analysis of that traffic and reporting attacks to a central management console. As the sensors are limited to running the IDS, they can be more easily secured against attack. Many of these sensors are designed to run in “stealth” mode, in order to make it more difficult for an attacker to determine their presence and location. 
6.17.6.1.1 Advantages:

A few well-placed network-based IDSs can monitor a large network.

The deployment of network-based IDSs has little impact upon an existing network. Network-based IDSs are usually passive devices that listen on a network wire without interfering with the normal operation of a network. Thus, it is usually easy to retrofit a network to include network-based IDSs with minimal effort.

Network-based IDSs can be made very secure against attack and even made invisible to many attackers.
6.17.6.1.2 Disadvantages:

Network-based IDSs may have difficulty processing all packets in a large or busy network and, therefore, may fail to recognize an attack launched during periods of high traffic. Some vendors are attempting to solve this problem by implementing IDSs completely in hardware, which is much faster. The need to analyze packets quickly also forces vendors to both detect fewer attacks and also detect attacks with as little computing resource as possible that can reduce detection effectiveness. 

Many of the advantages of network-based IDSs don’t apply to more modern switch-based networks. Switches subdivide networks into many small segments (usually one fast Ethernet wire per host) and provide dedicated links between hosts serviced by the same switch. Most switches do not provide universal monitoring ports and this limits the monitoring range of a network-based IDS sensor to a single host. Even when switches provide such monitoring ports, often the single port cannot mirror all traffic traversing the switch.

Network-based IDSs cannot analyze encrypted information. This problem is increasing as more organizations (and attackers) use virtual private networks.   Most network-based IDSs cannot tell whether or not an attack was successful; they can only discern that an attack was initiated. This means that after a network-based IDS detects an attack, administrators must manually investigate each attacked host to determine whether it was indeed penetrated.

Some network-based IDSs have problems dealing with network-based attacks that involve fragmenting packets. These malformed packets cause the IDSs to become unstable and crash.

6.17.6.2 Host-Based IDSs

Host-based IDSs operate on information collected from within an individual computer system. (Note that application-based IDSs are actually a subset of host-based IDSs.) This vantage point allows host-based IDSs to analyze activities with great reliability and precision, determining exactly which processes and users are involved in a particular attack on the operating system. Furthermore, unlike network-based IDSs, host-based IDSs can “see” the outcome of an attempted attack, as they can directly access and monitor the data files and system processes usually targeted by attacks. 

Host-based IDSs normally utilize information sources of two types, operating system audit trails, and system logs. Operating system audit trails are usually generated at the innermost (kernel) level of the operating system, and are therefore more detailed and better protected than system logs.  However, system logs are much less obtuse and much smaller than audit trails, and are furthermore far easier to comprehend. Some host-based IDSs are designed to support a centralized IDS management and reporting infrastructure that can allow a single management console to track many hosts. Others generate messages in formats that are compatible with network management systems.
6.17.6.2.1 Advantages:

Host-based IDSs, with their ability to monitor events local to a host, can detect attacks that cannot be seen by network-based IDS. 

Host-based IDSs can often operate in an environment in which network traffic is encrypted, when the host-based information sources are generated before data is encrypted and/or after the data is decrypted at the destination host

Host-based IDSs are unaffected by switched networks.

When Host-based IDSs operate on OS audit trails, they can help detect Trojan horse or other attacks that involve software integrity breaches. These appear as inconsistencies in process execution. 
6.17.6.2.2 Disadvantages:

Host-based IDSs are harder to manage, as information must be configured and managed for every host monitored.

Since at least the information sources (and sometimes part of the analysis engines) for host-based IDSs reside on the host targeted by attacks, the IDS may be attacked and disabled as part of the attack.

Host-based IDSs are not well suited for detecting network scans or other such surveillance that targets an entire network, because the IDS only sees those network packets received by its host. 

Host-based IDSs can be disabled by certain denial-of-service attacks.

When host-based IDSs use operating system audit trails as an information source, the amount of information can be immense, requiring additional local storage on the system. 

Host-based IDSs use the computing resources of the hosts they are monitoring, therefore inflicting a performance cost on the monitored systems. 

6.17.6.3 Application-Based IDSs

Application-based IDSs are a special subset of host-based IDSs that analyze the events transpiring within a software application. The most common information sources used by application-based IDSs are the application’s transaction log files. 

The ability to interface with the application directly, with significant domain or application-specific knowledge included in the analysis engine, allows application-based IDSs to detect suspicious behavior due to authorized users exceeding their authorization. This is because such problems are more likely to appear in the interaction between the user, the data, and the application. 
6.17.6.3.1 Advantages:

Application-based IDSs can monitor the interaction between user and application, which often allows them to trace unauthorized activity to individual users.

Application-based IDSs can often work in encrypted environments, since they interface with the application at transaction endpoints, where information is presented to users in unencrypted form.

6.17.6.3.2 Disadvantages:

Application-based IDSs may be more vulnerable than host-based IDSs to attacks as the applications logs are not as well protected as the operating system audit trails used for host-based IDSsrgb.VGC

As Application-based IDSs often monitor events at the user level of abstraction, they usually cannot detect Trojan horse or other such software tampering attacks.  Therefore, it is advisable to use an Application-based IDS in combination with Host-based and/or Network-based IDSs.
6.17.7 IDS Analysis 

There are two primary approaches to analyzing events to detect attacks: misuse detection and anomaly detection. Misuse detection, in which the analysis targets something known to be “bad”, is the technique used by most commercial systems. Anomaly detection, in which the analysis looks for abnormal patterns of activity, has been, and continues to be, the subject of a great deal of research. Anomaly detection is used in limited form by a number of IDSs. There are strengths and weaknesses associated with each approach, and it appears that the most effective IDSs use mostly misuse detection methods with a smattering of anomaly detection components. 

6.17.7.1 Misuse Detection

Misuse detectors analyze system activity, looking for events or sets of events that match a predefined pattern of events that describe a known attack. As the patterns corresponding to known attacks are called signatures, misuse detection is sometimes called “signature-based detection.” The most common form of misuse detection used in commercial products specifies each pattern of events corresponding to an attack as a separate signature. However, there are more sophisticated approaches to doing misuse detection (called “state-based” analysis techniques) that can leverage a single signature to detect groups of attacks. 

6.17.7.1.1 Advantages:

Misuse detectors are very effective at detecting attacks without generating an overwhelming number of false alarms.

Misuse detectors can quickly and reliably diagnose the use of a specific attack tool or technique. This can help security managers prioritize corrective measures. 

Misuse detectors can allow system managers, regardless of their level of security expertise, to track security problems on their systems, initiating incident handling procedures. 
6.17.7.1.2 Disadvantages:

Misuse detectors can only detect those attacks they know about – therefore they must be constantly updated with signatures of new attacks.

Many misuse detectors are designed to use tightly defined signatures that prevent them from detecting variants of common attacks. State-based misuse detectors can overcome this limitation, but are not commonly used in commercial IDSs.

6.17.7.2 Anomaly Detection

Anomaly detectors identify abnormal unusual behavior (anomalies) on a host or network. They function on the assumption that attacks are different from “normal” (legitimate) activity and can therefore be detected by systems that identify these differences. Anomaly detectors construct profiles representing normal behavior of users, hosts, or network connections. These profiles are constructed from historical data collected over a period of normal operation.  The detectors then collect event data and use a variety of measures to determine when monitored activity deviates from the norm. 

The measures and techniques used in anomaly detection include:

Threshold detection, in which certain attributes of user and system behavior are expressed in terms of counts, with some level established as permissible. Such behavior attributes can include the number of files accessed by a user in a given period of time, the number of failed attempts to login to the system, the amount of CPU utilized by a process, etc.  This level can be static or heuristic (i.e., designed to change with actual values observed over time)

Statistical measures, both parametric, where the distribution of the profiled attributes is assumed to fit a particular pattern, and non-parametric, where the distribution of the profiled attributes is “learned” from a set of historical values, observed over time. 

Rule-based measures, which are similar to non-parametric statistical measures in that observed data defines acceptable usage patterns, but differs in that those patterns are specified as rules, not numeric quantities

Other measures, including neural networks, genetic algorithms, and immune system models.

Only the first two measures are used in current commercial IDSs.

Unfortunately, anomaly detectors and the IDSs based on them often produce a large number of false alarms, as normal patterns of user and system behavior can vary wildly. Despite this shortcoming, researchers assert that anomaly-based IDSs are able to detect new attack forms, unlike signature-based IDSs that rely on matching patterns of past attacks. 

Furthermore, some forms of anomaly detection produce output that can in turn be used as information sources for misuse detectors. For example, a threshold-based anomaly detector can generate a figure representing the “normal” number of files accessed by a particular user; the misuse detector can use this figure as part of a detection signature that says “if the number of files accessed by this user exceeds this “normal” figure by ten percent, trigger an alarm.”

Although some commercial IDSs include limited forms of anomaly detection, few, if any, rely solely on this technology.  The anomaly detection that exists in commercial systems usually revolves around detecting network or port scanning. 

However, anomaly detection remains an active intrusion detection research area and may play a greater part in future IDSs. 
6.17.7.2.1 Advantages:

IDSs based on anomaly detection detect unusual behavior and thus have the ability to detect symptoms of attacks without specific knowledge of details. 

Anomaly detectors can produce information that can in turn be used to define signatures for misuse detectors. 

6.17.7.2.2 Disadvantages:

Anomaly detection approaches usually produce a large number of false alarms due to the unpredictable behaviors of users and networks. 

Anomaly detection approaches often require extensive “training sets ” of system event records in order to characterize normal behavior patterns.

6.17.8 Response Options for IDSs

Once IDSs have obtained event information and analyzed it to find symptoms of attacks, they generate responses. Some of these responses involve reporting results and findings to a pre-specified location. Others involve more active automated responses. Though researchers are tempted to underrate the importance of good response functions in IDSs, they are actually very important. Commercial IDSs support a wide range of response options, often categorized as active responses, passive responses, or some mixture of the two. 

6.17.8.1 Active Responses

Active IDS responses are automated actions taken when certain types of intrusions are detected. 

There are three categories of active responses.

· Collect additional information,  The most innocuous, but at times most productive, active response is to collect additional information about a suspected attack. Each of us has probably done the equivalent of this when awakened by a strange noise at night.  The first thing one does in such a situation is to listen more closely, searching for additional information that allows you to decide whether you should take action.

In the IDS case, this might involve increasing the level of sensitivity of information sources (for instance, turning up the number of events logged by an operating system audit trail, or increasing the sensitivity of a network monitor to capture all packets, not just those targeting a particular port or target system.) Collecting additional information is helpful for several reasons. The additional information collected can help resolve the detection of the attack. (assisting the system in diagnosing whether an attack did or did not take place.) This option also allows the organization to gather information that can be used to support investigation and apprehension of the attacker, and to support criminal and civil legal remedies. 
6.17.8.2 Change the Environment

Another active response is to halt an attack in progress and then block subsequent access by the attacker. Typically, IDSs do not have the ability to block a specific person’s access, but instead block Internet Protocol (IP) addresses from which the attacker appears to be coming. It is very difficult to block a determined and knowledgeable attacker, but IDSs can often deter expert attackers or stop novice hackers by taking the following actions: 

· Injecting TCP reset packets into the attacker’s connection to the victim system, thereby terminating the connection

· Reconfiguring routers and firewalls to block packets from the attacker’s apparent location (IP address or site), 

· Reconfiguring routers and firewalls to block the network ports, protocols, or services being used by an attacker, and

· In extreme situations, reconfiguring routers and firewalls to sever all connections that use certain network interfaces.

6.17.8.3 Take Action Against the Intruder

Some who follow intrusion detection discussions, especially in information warfare circles, believe that the first option in active response is to take action against the intruder. The most aggressive form of this response involves launching attacks against or attempting to actively gain information about the attacker’s host or site.  However tempting it might be, this response is ill advised. Due to legal ambiguities about civil liability, this option can represent a greater risk that the attack it is intended to block.

The first reason for approaching this option with a great deal of caution is that it may be illegal. Furthermore, as many attackers use false network addresses when attacking systems, it carries with it a high risk of causing damage to innocent Internet sites and users. Finally, strike back can escalate the attack, provoking an attacker who originally intended only to browse a site to take more aggressive action. 

Should an active intervention and traceback of this sort be warranted (as in the case of a critical system) human control and supervision of the process is advisable. We strongly recommend that you obtain legal advice before pursuing any of these “strike-back” options.

6.17.8.4 Passive Responses

Passive IDS responses provide information to system users, relying on humans to take subsequent action based on that information. Many commercial IDSs rely solely on passive responses. 
6.17.8.5 Alarms and Notifications

Alarms and notifications are generated by IDSs to inform users when attacks are detected. Most commercial IDSs allow users a great deal of latitude in determining how and when alarms are generated and to whom they are displayed.

The most common form of alarm is an onscreen alert or popup window. This is displayed on the IDS console or on other systems as specified by the user during the configuration of the IDS. The information provided in the alarm message varies widely, ranging from a notification that an intrusion has taken place to extremely detailed messages outlining the IP addresses of the source and target of the attack, the specific attack tool used to gain access, and the outcome of the attack. 

Another set of options that are of utility to large or distributed organizations are those involving remote notification of alarms or alerts.  These allow organizations to configure the IDS so that it sends alerts to cellular phones and pagers carried by incident response teams or system security personnel.  

Some products also offer email as another notification channel.  This is ill advised, as attackers often routinely monitor email and might even block the message. 

SNMP Traps and Plug-ins

Some commercial IDSs are designed to generate alarms and alerts, reporting them to a network management system. These use SNMP traps and messages to post alarms and alerts to central network management consoles, where they can be serviced by network operations personnel. Several benefits are associated with this reporting scheme, including the ability to adapt the entire network infrastructure to respond to a detected attack, the ability to shift the processing load associated with an active response to a system other than the one being targeted by the attack, and the ability to use common communications channels.

Reporting and Archiving CapabilitiesrgbVGC

Many, if not all, commercial IDSs provide capabilities to generate routine reports and other detailed information documents.  Some of these can output reports of system events and intrusions detected over a particular reporting period (for example, a week or a month.) Some provide statistics or logs generated by the IDS in formats suitable for inclusion in database systems or for use in report generating packages (An example of such a commonly-supported package is Crystal Reports.)  

Failsafe considerations for IDS responses

When identifying candidate IDSs for your organization, it is important to consider the failsafe features included by the IDS vendor. Failsafe features are those design features meant to protect the IDS from being circumvented or defeated by an attacker. These represent a necessary difference between standard system management tools and security management tools.

There are several areas in the response function that require failsafe measures.  For instance, IDSs need to provide silent, reliable monitoring of attackers. Should the response function of an IDS break this silence by broadcasting alarms and alerts in plaintext over the monitored network, it would allow attackers to detect the presence of the IDS. Worse yet, the attackers can directly target the IDS as part of the attack on the victim system. 

Encrypted tunnels or other cryptographic measures used to hide and authenticate IDS communications are excellent ways to secure and ensure the reliability of the IDS. 

6.17.9 Tools that Complement IDSs

Several tools exist that complement IDSs and are often labeled as intrusion detection products by vendors since they perform similar functions. This section discusses four of these tools, Vulnerability Analysis Systems, File Integrity Checkers, Honey Pots, and Padded Cells, and describes how they can enhance an organization’s intrusion detection capability.

6.17.9.1 Vulnerability Analysis or Assessment Systems

Vulnerability analysis (also known as vulnerability assessment) tools test to determine whether a network or host is vulnerable to known attacks. Vulnerability assessment represents a special case of the intrusion detection process. The information sources used are system state attributes and outcomes of attempted attacks. The information sources are collected by a part of the assessment engine. The timing of analysis is interval-based or batch-mode, and the type of analysis is misuse detection.  This means that vulnerability assessment systems are essentially batch mode misuse detectors that operate on system state information and results of specified test routines.

Vulnerability analysis is a very powerful security management technique, but is suitable as a complement to using IDS, not as a replacement. Should an organization rely solely on vulnerability analysis tools to monitor systems, a knowledgeable attacker may monitor the vulnerability analysis system, note when the information source is collected, and time the attack to fit between collection times. 

However, vulnerability analysis systems can reliably generate a “snapshot” of the security state of a system at a particular time. Furthermore, as they exhaustively test systems for vulnerability to large numbers of known attacks, vulnerability analysis systems can allow a security manager to check for problems due to human error or to audit the system for compliance with a particular system security policy.

6.17.9.2 Vulnerability Analysis System Process

The general process for vulnerability assessment is as follows:

· A specified set of system attributes is sampled

· The results of the sampling are stored in a secure data repository

· The results are organized and compared to at least one reference set of data (this set can be a manually specified “ideal configuration” template or a snapshot of the system state generated earlier)

· Any differences between the two sets are identified and reported. 

· Commercial vulnerability assessment products often optimize this process by splitting processing loads, running multiple assessment engines in parallel using cryptographic mechanisms to do very sensitive and reliable tests of whether particular files or objects have changed unexpectedly.

6.17.9.3 Vulnerability Analysis Types

There are two major ways of classifying vulnerability analysis systems, first, by the location from which assessment information is gathered, and second, by the assumptions regarding the level of trust invested in the assessment tool. Those who use the first classification scheme for vulnerability assessment classify systems as either network-based or host-based. Those who use the second classification scheme, classify systems as credentialed or non-credentialed. These terms refer to whether the analysis is done with or without system credentials (such as passwords or other identification and authentication that grant access to the system internals.) In this paper, we will use the first classification scheme to describe the different approaches for vulnerability analysis.

6.17.9.4 Host-based Vulnerability Analysis

Host-based vulnerability analysis systems determine vulnerability by assessing system data sources such as file contents, configuration settings, and other status information. This information is usually accessible using standard system queries and inspection of system attributes.  As the information is gathered under the assumption that the vulnerability analyzer is granted access to the host, it is also sometimes known as credential-based vulnerability assessment.  This class of assessment is also labeled passive assessment.

The vulnerabilities best revealed by host-based vulnerability assessment are those involving privilege escalation attacks. (Such attacks might seek superuser or root privilege on a UNIX system, or administrator access on an NT system.) 
6.17.9.5 Network-Based Vulnerability Analysis

Network-based vulnerability analysis systems have gained acceptance in recent years. These vulnerability analysis systems require a remote connection to the target system. They may actually reenact system attacks, noting and recording responses to these attacks or simply probe different targets to infer weaknesses from their responses. This reenactment of attacks or probing can occur regardless of whether one has permission to access the target system; hence this is considered non-credentialed assessment.  Furthermore, as network-based vulnerability analysis is defined as actively attacking or scanning the targeted system, it is also sometimes labeled active vulnerability assessment.

Network-based vulnerability analysis tools are sometimes marketed as intrusion detection tools. Although, as discussed earlier in this document, this is correct by some definitions of intrusion detection, a vulnerability analysis product is not a complete intrusion detection solution for most environments.

There are two methods typically used in network-based vulnerability assessment:

Testing by exploit – in this method, the system reenacts an actual attack. A status flag is returned indicating whether the attack was successful.

Inference Methods – in this method, the system doesn’t actually exploit vulnerabilities, but look for the artifacts that successful attacks would leave behind. Examples of inference techniques involve checking version numbers provided by systems as results of queries, checking ports to determine which are open, and checking protocol compliance by making simple requests for status or information.

6.17.9.6 Advantages and Disadvantages of Vulnerability Analysis

Advantages

Vulnerability Analysis is of significant value as a part of a security monitoring system, allowing the detection of problems on systems that cannot support an IDS.

Vulnerability Analysis Systems provide security-specific testing capabilities for documenting the security state of systems at the start of a security program and for reestablishing the security baseline whenever major changes occur.

When Vulnerability Analysis Systems are used on a regular schedule, they can reliably spot changes in the security state of a system, alerting security managers to problems that require correction.

Vulnerability Analysis Systems offer a way for security managers and system administrators to double-check any changes they make to systems, assuring that in mitigating one set of security problems, they do not create another set of problems.
6.17.9.7 Disadvantages and Issues

Host-based vulnerability analyzers are tightly bound to specific operating systems and applications; they are therefore often more costly to build, maintain, and manage.

Network-based vulnerability analyzers are platform-independent, but less accurate and subject to more false alarms.

Some network-based checks, especially those for denial-of-service attacks, can crash the systems they’re testing.

When conducting vulnerability assessment of networks on which intrusion detection systems are running, the IDSs can block subsequent assessments. Worse yet, repeated network-based assessments can “train” certain anomaly-detection-based IDSs to ignore real attacks.

Organizations that use vulnerability assessment systems must take care to assure that their testing is limited to systems within their political or management control boundaries. Privacy issues must be taken into account, especially when employee or customer personal data is included in information sources.

6.17.10 File Integrity Checkers

File Integrity Checkers are another class of security tools that complement IDSs. They utilize message digest or other cryptographic checksums for critical files and objects, comparing them to reference values, and flagging differences or changes.

The use of cryptographic checksums is important, as attackers often alter system files, at three stages of the attack.  First, they alter system files as the goal of the attack (e.g., Trojan Horse placement), second, they attempt to leave back doors in the system through which they can reenter the system at a later time, and finally, they attempt to cover their tracks so that system owners will be unaware of the attack.

Although File Integrity Checkers are most often used to determine whether attackers have altered system files or executables, they can also help determine whether vendor-supplied bug patches or other desired changes have been applied to system binaries. They are extremely valuable to those conducting a forensic examination of systems that have been attacked, as they allow quick and reliable diagnosis of the footprint of an attack. This enables system managers to optimize the restoration of service after incidents occur.

The freeware product, Tripwire (   MACROBUTTON HtmlResAnchor www.tripwiresecurity.com
) is perhaps the best-known example of File Integrity Checkers.

6.17.11 Honey Pot and Padded Cell Systems

Several novel additions to the intrusion detection product line are under development and may soon become available. It is important to understand how these products differ from traditional IDSs and to realize that they are not yet widely used.

Honey pots are decoy systems that are designed to lure a potential attacker away from critical systems. Honey pots are designed to:

· Divert an attacker from accessing critical systems, 

· Collect information about the attacker’s activity, and encourage the attacker to stay on the system long enough for administrators to respond.

These systems are filled with fabricated information designed to appear valuable but that a legitimate user of the system wouldn’t access. Thus, any access to the honey pot is suspect. The system is instrumented with sensitive monitors and event loggers that detect these accesses and collect information about the attacker’s activities. 

Padded cells take a different approach. Instead of trying to attract attackers with tempting data, a padded cell operates in tandem with traditional IDS. When the IDS detect attackers, it seamlessly transfers then to a special padded cell host. Once the attackers are in the padded cell, they are contained within a simulated environment where they can cause no harm. As in honey pots, this simulated environment can be filled with interesting data designed to convince an attacker that the attack is going according to plan. As in honey pots, padded cells are well instrumented and offer unique opportunities to monitor the actions of an attacker. IDS researchers have used padded cell and honey pot systems since the late 1980s, but until recently no commercial products have been under development. It is important to seek guidance from legal counsel before deciding to use either of these systems in your operational environment.
6.17.11.1 Advantages:

Attackers can be diverted to system targets that they cannot damage.

Administrators have additional time to decide how to respond to an attacker.

Attackers’ actions can be easily and more extensively monitored, with results used to refine threat models and improve system protections. 

Honey pots may be effective at catching insiders who are snooping around a network.
6.17.11.2 Disadvantages:

The legal implications of using such devices are not well defined 

Honey pots and padded cells have not yet been shown to be generally useful security technologies.

An expert attacker, once diverted into a decoy system, may become angry and launch a more hostile attack against an organization’s systems.

A high level of expertise is needed for administrators and security managers in order to use these systems.

6.17.12 Advice on selecting IDS products

The wide array of intrusion detection products available today addresses a range of organizational security goals and considerations. Given this range of products and features, the process of selecting products that represent the best fit for your organization’s needs is, at times, difficult. The following questions may be used as guidance when preparing a specification for acquiring an intrusion detection product. 

Please consult the whole document on IDS from NIST to get a complete list of items that you should verify before choosing an IDS.  The list is very exhaustive and will help you define the culture, political issues, etc…

6.17.13 Computer Attacks and Vulnerabilities

Many organizations acquire intrusion detection systems (IDSs) because they know that IDSs are a necessary complement to comprehensive system security architecture. However, given the relative youth of commercial IDSs, most organizations lack experienced IDS operators. Despite vendors claims about ease of usage, such training or experience is absolutely necessary. An IDS is only as effective as the human operating it. 

IDSs user interfaces vary greatly in quality. Some produce responses in the form of cryptic text logs while others provide graphical depictions of the attacks on the network. Despite this wide variance in display techniques, most IDSs output the same basic information about computer attacks. If users understand this common set of outputs, they can quickly learn to use the majority of commercial IDSs. 

6.17.14 Attack Types

Most computer attacks only corrupt a system’s security in very specific ways. For example, certain attacks may enable a hacker to read specific files but don’t allow alteration of any system components. Another attack may allow a hacker to shut down certain system components but doesn’t allow access to any files. Despite the varied capabilities of computer attacks, they usually result in violation of only four different security properties: availability, confidentiality, integrity, and control. 

These violations are described below. 

· Confidentiality: An attack causes a confidentiality violation if it allows attackers to access data without authorization (either implicit or explicit) from the owner of the information.

· Integrity: An attack causes an integrity violation if it allows the (unauthorized) attacker to change the system state or any data residing on or passing through a system

· Availability: An attack causes an availability violation if it keeps an authorized user (human or machine) from accessing a particular system resource when, where, and in the form that they need it. 

· Control: An attack causes a control violation if it grants an (unauthorized) attacker privilege in violation of the access control policy of the system.  This privilege enables a subsequent confidentiality, integrity, or availability violation.

6.17.14.1 Types of Computer Attacks Commonly Detected by IDSs

Three types of computer attacks are most commonly reported by IDSs: system scanning, denial of service (DOS), and system penetration. These attacks can be launched locally, on the attacked machine, or remotely, using a network to access the target. An IDS operator must understand the differences between these types of attacks, as each requires a different set of responses. 

6.17.14.1.1 Scanning Attacks

A scanning attack occurs when an attacker probes a target network or system by sending different kinds of packets. (This is similar to the activity described in Section 2.4.1.2 , regarding network-based vulnerability analysis tools. Indeed, the techniques may be identical, but the motive for performing the activity is quite different!) 

Using the responses received from the target, the attacker can learn many of the system’s characteristics and vulnerabilities. Thus, a scanning attack acts as a target identification tool for an attacker. Scanning attacks do not penetrate or otherwise compromise systems. Various names for the tools used to perform these activities include: network mappers, port mappers, network scanners, port scanners, or vulnerability scanners. 

Scanning attacks may yield:

· The topology of a target network

· The types of network traffic allowed through a firewall

· The active hosts on the network

· The operating systems those hosts are running

· The server software they are running

· The software version numbers for all detected software 

Vulnerability scanners are a special type of scanner that checks for specific vulnerabilities in hosts. Thus, a hacker can run a vulnerability scanner and it will output a list of hosts (IP addresses) that are vulnerable to a specific attack.  

With this information, a hacker can precisely identify victim systems on the target network along with specific attacks that can be used to penetrate those systems. Thus, hackers use scanning software to “case” a target before launching a real attack. Unfortunately for victims, just as it is legal for a person to enter a bank and to survey the visible security system, some lawyers say that it is legal for a hacker to scan a host or network. From the perspective of someone performing a scan, they are legally scouring the Internet to find publicly accessible resources.

There are legitimate justifications for scanning activity. Web search engines may scan the Internet looking for new web pages. An individual may scan the Internet looking for free music repositories or for publicly accessible multi-user games. Fundamentally, the same kind of technology that allows one to discover publicly available resources also allows one to analyze a system for security weaknesses. (as occurs, as mentioned above, when one uses vulnerability assessment tools.) The best IDS signatures for malicious scanning are usually able to discern between legitimate and malicious scanning.  Scanning is likely the most common attack as it is the precursor to any serious penetration attempt. If your network is connected to the Internet, it is almost certain that you are scanned, if not daily, at least a couple of times a week. 

6.17.14.1.2 Denial of Service Attacks

Denial Of Service (DOS) attacks attempt to slow or shut down targeted network systems or services. In certain Internet communities, DOS attacks are common. For example, Internet Relay Chat users engaged in verbal disputes commonly resort to DOS attacks to win arguments with their opponents. While often used for such trivial purposes, DOS attacks can also be used to shut down major organizations. In well-publicized incidents, DOS attacks were charged with causing major losses to electronic commerce operations, whose customers were unable to access them to make purchases. There are two main types of DOS attacks: flaw exploitation and flooding. It is important for an IDS operator to understand the difference between them.

Flaw exploitation DOS Attacks

Flaw exploitation attacks exploit a flaw in the target system’s software in order to cause a processing failure or to cause it to exhaust system resources. An example of such a processing failure is the ‘ping of death’ attack. This attack involved sending an unexpectedly large ping packet to certain Windows systems. The target system could not handle this abnormal packet, and a system crash resulted.  With respect to resource exhaustion attacks, the resources targeted include CPU time, memory, disk space, space in a special buffer, or network bandwidth. In many cases, simply patching the software can circumvent this type of DOS attack.

Flooding DOS Attacks

Flooding attacks simply send a system or system component more information than it can handle. In cases where the attacker cannot send a system sufficient information to overwhelm its processing capacity, the attacker may nonetheless be able to monopolize the network connection to the target, thereby denying anyone else use of the resource. With these attacks, there is no flaw in the target system that can be patched. This is why such attacks represent a major source of frustration and concern to organizations. While there are few general solutions to stop flooding attacks, there are several technical modifications that can be made by a target to mitigate such an attack. 

DDOS Attacks.  The term “distributed DOS” (DDOS) is a subset of DOS attacks. DDOS attacks are simply flooding DOS attacks where the hacker uses multiple computers to launch the attack. These attacking computers are centrally controlled by the hacker’s computer and thus act as a single immense attack system. A hacker cannot usually bring down a major e-commerce site by flooding it with network packets from a single host. However, if a hacker gains control of 20,000 hosts and subverts them to run an attack under his direction, then the hacker has a formidable capability to successfully attack the fastest of systems, bringing it to a halt.

Penetration Attacks

Penetration attacks involve the unauthorized acquisition and/or alteration of system privileges, resources, or data. Consider these integrity and control violations as contrasted to DOS attacks that violate the availability of a resource and to scanning attacks, which don’t do anything illegal. A penetration attack can gain control of a system by exploiting a variety of software flaws. The most common flaws and the security consequences of each are explained and enumerated below. 

While penetration attacks vary tremendously in details and impact. the most common types are:

· User to Root: A local user on a host gains complete control of the target host

· Remote to User: An attacker on the network gains a user account on the target host

· Remote to Root: An attacker on the network gains complete control of the target host

· Remote Disk Read: An attacker on the network gains the ability to read private data files on the target host without the authorization of the owner

· Remote Disk Write: A hacker on the network gains the ability to write to private data files on the target host without the authorization of the owner

Remote vs. Local Attacks

DOS and penetration attacks come in two varieties: local and remote. 

Authorized User Attack:

Authorized user attacks are those that start with a legitimate user account on the target system. Most authorized user attacks involve some sort of privilege escalation.. 

Public User Attack:

Public user attacks, on the other hand, are those launched without any user account or privileged access to the target system. Public user attacks are launched remotely through a network connection using only the public access granted by the target. 

One typical attack strategy calls for an attacker to use a public user attack to gain initial access to a system. Then, once on the system, the attacker uses authorized user attacks to take complete control of the target.

Determining Attacker Location from IDS Output

In notifications of a detected attack, IDSs will often report the location of a hacker. This location is most commonly expressed as a source IP address. The reported address is simply the source address that appears in the attack packets. As attackers routinely change IP addresses in attack packets, this does not necessarily represent the true source address of the hacker.

The key to determining the significance of the reported source IP address is to classify the type of attack and then determine whether or not the hacker needs to see the reply packets sent by the victim.

If the hacker launches a one-way attack, like many flooding DOS attacks, where the hacker does not need to see any reply packets, then the hacker can label his packets with random IP addresses. The hacker is doing the real world equivalent of sending a postcard with a fake return address to fill a mailbox so that no other mail can fit into it. In this case, the attacker cannot receive any reply from the victim. 

However, if the hacker needs to see the victim’s replies, which is usually true with penetration attacks, then the hacker usually cannot lie about his source IP address. Using the postcard analogy, the attacker needs to know that his postcards got to the victim and therefore must usually label his postcards with his actual address. 

IP Spoofing

In general, hackers must use the correct IP address when launching penetration attacks but not with DOS attacks.  However, there exists one caveat when dealing with expert hackers. A hacker can send attack packets using a fake source IP address, but arrange to wiretap the victims reply to the faked address. The hacker can do this without having access to the computer at the fake address. This manipulation of IP addressing is called “IP Spoofing.”

IDSs and Excessive Attack Reporting 

Many IDS operators are overwhelmed with the number of attacks reported by IDSs. It is simply impossible for an operator to investigate the hundreds or even thousands of attacks that are reported daily by some IDSs. The underlying problem is not in the number of attacks, but how IDSs report those attacks. 

Some IDSs report a separate attack each time a hacker accesses a different host. Thus, a hacker scanning a subnet of a thousand hosts could trigger a thousand attack reports. Some vendors have proposed a solution to this problem. Their newest IDSs are beginning to effectively combine redundant entries and to present to the operator those attacks of highest importance first.  

Attack Naming Conventions 

Until recently, there was no common naming convention for computer attacks or vulnerabilities. This made it very difficult to compare the effectiveness of different IDSs as each vendor’s IDS generated a different list of results when analyzing events reflecting the same set of attacks. This also made it difficult to coordinate the use of more than one type of IDS in a network, as different 

IDSs would generate different messages when they detected the same attack.

Fortunately, there are efforts underway within the network security community to devise a common nomenclature for computer vulnerabilities and attacks. The most popular of these is the Common Vulnerabilities and Exposures List (CVE) and is maintained by MITRE with input from a variety of security professionals worldwide. Many network security product vendors have agreed to make their products CVE-compatible. The CVE list can be searched and viewed using NIST’s ICAT vulnerability index:    MACROBUTTON HtmlResAnchor http://icat.nist.gov/
. The main CVE web site is:    MACROBUTTON HtmlResAnchor http://cve.mitre.org
. 

Attack Severity Levels

Many IDSs assign a severity level to detected attacks. They do this to help IDS operators accurately assess the impact of an attack, so that appropriate actions can be taken. However, the impact and severity of an attack are highly subjective, and are not necessarily one and the same, depending upon the target network and environment of the organization that hosts that network. For example, if a hacker launches a highly effective Unix attack against a large heterogeneous network, the impact of the attack for a network segment that is exclusively Windows-based may be low, while the impact of the attack on the entire network (and thus the severity of the attack) remains high. Thus, the severity levels reported by IDSs are useful information for security managers, but must be considered in the context of the specific system environment in which the IDS is running. 

Types of Computer Vulnerabilities

Many IDSs provide a description of the attacks that they detect, which will often include the type of vulnerability that the attack is exploiting. This information is extremely useful after an attack has occurred so that a systems administrator can research and correct the exploited vulnerability. NIST recommends the use of the ICAT Metabase project for researching and fixing vulnerabilities in organization’s networks. ICAT will give readers thousands of examples of real world computer vulnerabilities with links to detailed descriptions and fix information. ICAT is available at    MACROBUTTON HtmlResAnchor http://icat.nist.gov
.

In this section, we will discuss the major types of vulnerabilities. Many different schemes have been proposed to classify vulnerabilities and we shall not enumerate them here. However, some standard terminology has developed. Below is a list of some of the more common vulnerability types:

Input Validation Error: 

In an input validation error, the input received by a system is not properly checked, resulting in a vulnerability that can be exploited by sending a certain input sequence. There are two important types of input validation errors: buffer overflow and boundary condition errors.

Buffer Overflow (subset of input validation errors):

In a buffer overflow, the input received by a system is longer than the expected input length but the system does not check for this condition. The input buffer fills up and overflows the memory allocated for the input. By cleverly constructing this extra input, an attacker can cause the system to execute instructions on behalf of the attacker.  An example of a buffer overflow vulnerability is the fingerd exploit, in which an attacker sends a Unix finger command to a system, with an argument that is longer than the 80(?) characters allocated. 

Boundary Condition Error (subset of input validation errors): 

In a boundary condition error, the input being received by a system, be it human or machine generated, causes the system to exceed an assumed boundary. The overrun thereby represents vulnerability. For example, the system may run out of memory, disk space, or network bandwidth. Another example is that a variable might reach its maximum value and roll over to its minimum value. Yet another example is that the variables in an equation might be set such that a division by zero error occurs. A boundary condition error is a subset of the class of input validation errors. While it could be argued that buffer overflow is a type of boundary condition error, we put buffer overflow in a distinct category given its commonality and importance.

Access Validation Error:

In an access validation error, the system is vulnerable because the access control mechanism is faulty. The problem lies not with the user controllable configuration of the access control mechanism but with the mechanism itself. 

Exceptional Condition Handling Error:

In an exceptional condition handling error, the system somehow becomes vulnerable due to an exceptional condition that has arisen. The handling (or mishandling) of the exception by the system enables vulnerability.

Environmental Error: 

In an environmental error, the environment in which a system is installed somehow causes the system to be vulnerable. This may be due, for example, to an unexpected interaction between an application and the operating system or between two applications on the same host. Such a vulnerable system may be perfectly configured and provably secure in the developers test environment, but the installation environment somehow violates the developer’s security assumptions. 

Configuration Error: 

A configuration error occurs when user controllable settings in a system are set such that the system is vulnerable. This vulnerability is not due to how the system was designed but on how the end user configures the system. We consider it a configuration error when a systems ships from a developer with a weak configuration.

Race Condition:

Race conditions occur when there is a delay between the time when a system checks to see if an operation is allowed by the security model and the time when the system actually performs the operation. The real problem is when the environment changes between the time the security check is performed and when the operation is performed, such that the security model no longer allows the operation. Attackers take advantage of this small window of opportunity and convince systems to perform illegal operations like writing to the password file while in the high-privilege state.

6.17.15 The Future of IDSs 

Although the system audit function that represents the original vision of IDSs has been a formal discipline for almost fifty years, the IDS research field is still young, with most research dating to the 1980s and 1990s.  Furthermore, the wide-scale commercial use of IDSs did not start until the mid-1990s. 

However, the Intrusion Detection and Vulnerability Assessment market has grown into a significant commercial presence. Technology market analysts predict continued growth in the demand for IDS and other network security products and services for the foreseeable future (with IDS product sales projected to reach $978 million by 2003.) 
Even while the IDS research field is maturing, commercial IDSs are still in their formative years.  Some commercial IDSs have received negative publicity due to their large number of false alarms, awkward control and reporting interfaces, overwhelming numbers of attack reports, lack of scalability, and lack of integration with enterprise network management systems. However, the strong commercial demand for IDSs will increase the likelihood that these problems will be successfully addressed in the near future. 

We anticipate that the improvement over time in quality of performance of IDS products will likely parallel that of anti-virus software. Early anti-virus software created false alarms on many normal user actions and did not detect all known viruses. However, over the past decade, anti-virus software has progressed to its current state, in which it is transparent to users, yet so effective that few doubt its effectiveness.  

Furthermore, it is very likely that certain IDS capabilities will become core capabilities of network infrastructure (such as routers, bridges and switches) and operating systems. In this case, the IDS product market will be able to better focus its attention on resolving some of the pressing issues associated with the scalability and manageability of IDS products. 

There are other trends in computing that we believe will affect the form and function of IDS products include the move to appliance-based IDSs. It is also likely that certain IDS pattern-matching capabilities will move to hardware in order to increase bandwidth. Finally, the entry of insurance and other classic commercial risk management measures to the network security arena will drive enhanced IDS requirements for investigative support and features.

6.17.16 Conclusion

IDSs are here to stay, with billion dollar firms supporting the development of commercial security products and driving hundreds of millions in annual sales. However, they remain difficult to configure and operate and often can’t be effectively used by the very novice security personnel who need to benefit from them most. Due to the nationwide shortage of experienced security experts, many novices are assigned to deal with the IDSs that protect our nation’s computer systems and networks. Our intention, in writing this document, is to help those who would take on this task. 

6.17.17 Tough Questions for vendors

Below you will find an extract from the Computer Security Institute (http://www.gocsi.com/) round table on Intrusion Detection.   The participants were asked what tough questions should an information security practitioner ask an IDS vendor in the process of evaluating their product?
Here some suggestions from Roundtable participants Klaus, Ranum, Sutterfield and Spafford. 

Since three of them are vendors of related products, the insightfulness of the questions they suggest is a tribute to both their acumen and their objectivity. Hopefully, it will be useful to you. 

How many different types of attacks do you detect? 

(If the answer is a number, then it's a burglar alarm.) 

What is the incidence of false-positives? 

Do you currently employ hackers? 

(Ranum, who provided this one, says, ''I have problems with the ethics of companies that make security products and also research attack techniques and reward hackers for being criminals.'') 

Does your product require updates to its rules? And who provides them? 

How much do these updates cost? 

How do I upgrade with new signatures and functionality? 

How often do you update your attack signatures? 

How do you keep up to date with the latest attacks? 

Is the product host-based or network-based? 

Does it rely on server software or desktop software or is it a ''black box'' style sniffer? 
What specialized equipment is required? 

Is the product remotely manageable? 

What is the scalability? (For example, how many sensors can I monitor/manage at a time? 
What automated response mechanisms are available? 

How much of an impact will your product have on my network/host performance? What other performance issues does it raise? 

What is the loading capacity of your product (in hosts/users/MBs, etc)? And what impact does this have on my systems as the load increases? 

How robust are communications between the sensor and the central manager? (For example, adds Sutterfield, ''Does it use e-mail-not secure or reliable-to deliver alarms?'') 

How reliable is alarm capture? That is, if you're generating a high volume of alarms, will all of them be captured and put into a database? 

What can you do with the data when you get it? Data visualization is a key issue. 

Can I use the IDS to accomplish other adjunct network management activity such as network device management? 

Is your product appropriate for deployment on the perimeter of my network as well as inside the network? 

How does your product detect internally-generated abuse by authorized users over a long period of time? 

How can I customize or configure your product to meet my specific site policies and needs? 

How many people will I require to use this product effectively? 

What kind of expertise and training is needed to set up and maintain your product and analyze the results? 

How much training and support does your company provide? 

How well does your IDS product integrate with vulnerability assessment products? 
Once your system detects a problem, then what? Am I on my own to stop and repair the problem, or do you provide information to help me in those tasks? 
How much contact do you have with research leaders in academia and government, so as to stay current with technology development? 

If you were to circumvent your own IDS product, where would you attack? 

How much does it cost? 

6.18 Penetration testing

This section on penetration testing is build from two documents.  

The first one is written by myself based on numerous resources on the net, it mainly describes the different steps of a penetration and how this could be used in a penetration-testing scenario.  

Ron Gula from Enterasys produced the second document.  It was written a few years ago when Ron was with Network Security Wizards.  They are the maker of Dragon Intrusion detection system (IDS), which was bought by Enterasys; it is probably the fastest IDS on the planet and the only one that can really sustain very large bandwidth.  You can get more info about Dragon from http://www.enterasys.com/ids/.

This paper gives you a non-traditional approach to penetration testing.  You can visit NAI and ISS sites if you wish to get more info on conventional vulnerability assessment tools.

Our approach to a site and penetration analysis is broken down into five different phases as described in the summary below.    The approach and techniques used are very similar to what a Cracker would do or try to break into your site.  A detailed list of vulnerabilities, techniques, and exploits used to verify your site are listed at Annex A.

===== Extract from Clement Dupuis paper =====

PHASE 1 - INFORMATION GATHERING

Successful crime, intrusion, or thefts all share a common attribute, they are usually well planned in advance and vulnerabilities within your protection system are used.  The same applies to any dedicated cracker that wishes to invade the privacy of your systems.  A good cracker will get to work and analyze your site days in advanced before attempting to illegally enter it.   Your networks and associated access hardware will be remotely poked and prodded for weeks ahead of time to gather as much information as your systems are configured to reveal.  

In the first phase a series of tools that are commonly used and available to anyone with Internet access are used.  The following tools are some of the most commonly used:

· Ping sweeps to detect IP’s that are used 

· Ports scan to detect open ports and/or services that are available.

· Account scan to find a valid login/username

· Naming services lookup (whois, yellow pages)

· Look at your web site for hints, info, account names that may be exploited

· DNS zone transfer

· Social Engineering

PHASE 2 - GAINING ACCESS

In the second phase of a planned attack, crackers will attempt to gain access to your systems.  The cracker will attempt to penetrate any account he is able to exploit, once he has a foot inside the door it’s usually easier to get greater access or access with more privileges.  Root access is usually gained by using well-known vulnerabilities or techniques.  Crackers love having access to numerous systems, they can then used them as a platform to perform further attack on other sites.  They will quietly monitor activities taking place such as new files being added, type of information being stored, type of services provided, they can even install a sniffer, a key recorder, or other type of information collecting tools that will constantly monitor and supply the information that is needed to gain further access into your system or other system that you may used.  Before leaving your site, the cracker will skillfully ensure that there is no log entries or traces of his presence on your system.  In this phase different cracker techniques may be used, here are some:

· Exploit of software bugs

· Buffer overflow exploit

· FTP bugs

· Phf bugs

PHASE 3 - DENYING SERVICES

In the third phase, if the cracker was not successful in gaining access to your site, his frustration level will be very high and his personal ego may be suffering.  At this point his last resort will be to simply try to undermine the capability and services offered by your site using DOS (Denial of Service) attacks.  These attacks are extremely popular because it is not easy for a network engineer or administrator to identify and to pinpoint the source of these attacks and which type of attack was used.   Such attack could render your whole network totally inoperative.   This type of attack does not damage your system or the data they contain but a large amount of money is lost in restoring the networks services.  It could even be a direct financial lost if you’re doing e-commerce or other type of commercial activities through the Internet.  Yahoo and Ebay know very well what these attacks are.  The positive side of this type of attack is that they are the easiest to defend against.  Most firewall and routers have filters that will intercept this type of attack.  An exception to this is the Distributed Denial of Service (DDOS) attack, it is very hard to protect yourself against this type of attack and you must plan accordingly in advanced.  In this phase the following types of attack may be use by themselves or several simultaneously:

· Syn Flood

· Ping of death

· Land Attack

· Teardrop Attack

· ICMP Flood

· UDP Flood

· Windows OOB (Out Of Band) attack

· DDOS (Distributed Denial Of attack tools)

PHASE 4 - EVADE DETECTION

Professional crackers will attempt and sometimes succeed in evading detection by network based Intrusion Detection systems (NIDS).  They will disguise packets to make them look like valid packets to the screening device.  In this phase a massive attack could also be directed at the screening device itself with the goal of overloading it, rendering it to an inoperative state, or to bypass it’s detection mechanism.

Thomas H Ptacek from Secure Networks Inc has written a thorough paper on the subject.  This paper describes techniques that have been used successfully on some of the commercial IDS (Intrusion Detection System).   The paper can be found at the following address: http://www.secnet.com/papers/IDS.PDF
A recent study also shows that there isn’t a foolproof firewall on the market.  Some firewalls are a lot better than other but all of them have some vulnerability.  Only a thorough study of your site will determine if a firewall or other screening device is appropriate for the services that are offered.

PHASE 5 - BACKDOOR AND COVERING TRACKS

In the final phase of most attacks, the cracker will usually create a back door that will be used to gain subsequent access to the compromised system.  Backdoors are sometimes extremely difficult to detect.  The problem is compounded by the fact that serious crackers will remove any trace of their visit to your system.   Currently it is almost impossible to detect such intrusion and modification of your log files with network based intrusion detection systems.  Only host-based intrusion detection systems can accurately detect attacks that remain within the host itself.

===== Beginning of extract from Ron Gula =====

Penetration testing is one of the most exciting information security fields that an analyst may become involved in. A typical test employs an automated tool to identify and organize vulnerabilities found in a target network. Many tests also attempt to exploit subsets of the vulnerabilities found in order to demonstrate how unauthorized access could be achieved. The problem is that a penetration test is really testing the network as it is on a particular day and the same test performed a week later can have dramatically different results. What follows is a short description of modern penetration techniques, problems with penetration testing in general, and the fourteen most common vulnerabilities that are overlooked. 

6.19 Modern Penetration Testing

6.19.1 Why test?

Organizations choose to conduct penetration testing for a number of reasons. The most common reason is to assess the amount of vulnerable systems that they own. Such tests are reduced to a simple percentage of systems that can be compromised. This percentage is tracked over time to track trends in a network’s security posture. Another reason for testing may be driven by marketing. Many Internet Service Providers (ISPs) hire third party security consultants to conduct penetration tests so that the results can be shown to current and prospective customers. Using a third party provides a sense of objectivity to the assessment. Other organizations may conduct penetration testing as the first step in a network security overhaul. The raw data from a penetration test is used to drive network changes and upgrades, which enhances security.

6.19.2 Common Tools

There are a wide variety of network tools that may be used in any penetration test. These tools may include mundane programs such as PING, NSLOOKUP and even web browsers. However, most serious penetration tests make use of at least one automated vulnerability analysis tool. Typically, these tools map out a target network and interrogate identified systems for available services. Information from the available services (such as banners) is compared against a database of vulnerabilities. Some tools even attempt to exploit identified vulnerabilities in an attempt to eliminate false positives. A false positive occurs when a tool identifies vulnerability in a tested system that does not have the vulnerability. 

The two most common commercial tools used for this type of testing are ISS Scanner and Cybercop. Cybercop is produced by Network Associates and formerly Secure Networks produce the product known as Ballista.  ISS Scanner is obviously produced by Internet Security Systems. ISS Scanner is produced for the Windows NT platform while Cybercop is available for NT and Linux. Both tools include a large number of vulnerability tests. Neither tool allows the user to write custom attacks. However, Cybercop does include the CASL tool, which can be used to generate custom attack packets. These examples have considered IP networks, but there are many other types of automated testing tools that test large numbers of phone lines, IPX networks and mainframe security. 

6.19.3 White, Grey and Black Hat Testing

Penetration tests can be loosely grouped into two categories based on a target network's knowledge of the test. A black-hat penetration test is only known by a small number of network operators. The test is designed to find vulnerabilities, but to ultimately engage the humans in the loop to see how they react. White hat testing uses the full cooperation of a target network. For example the test may include employee interviews, insider network access, physical facility inspections and security policy review. Grey-hat testing combines various features of white and black hat testing into a custom test plan. Some security consultants have a slightly different model for white hat and black hat testing. In these cases, white hat testing makes use of automated commercial tools and black hat testing makes use of manual hacker tools. 

6.20 Problems with Penetration Testing

6.20.1 How much should a test cost?

It may be hard to believe, but selecting a third party to test your networks is not an easy task. If you find someone and they are very good, then they will probably be very busy. The better someone's or an organization's reputation is, the more you can expect to pay for their services. When dealing with consultants, ask for four things. One, ask for references. Two, ask to talk directly with the person(s) doing the testing. Three, ask the testers what methods they use to limit unintentional damage to your network and what they do with the data when they are finished testing. And four, make sure to get a signed NDA between you and the testing company. After you have received a quote for the security testing, it is also recommended to obtain a second or third quote from different types of consultants. You may want to obtain quotes from larger security firms and also from smaller firms that may even be locally based in your area. The bottom line with any penetration test is deciding what discovering a set of vulnerabilities is worth to you. 

6.20.2 Doing it yourself

Authorizing an internal penetration test presents many different problems. First of all, the people selected for the testing must be trustworthy and not easily swayed by emotion. There have been too many horror stories of penetration testers making a beeline straight for the CEO's email account. Most CEO's don't take kindly to the intrusion, regardless of any vulnerability discovered. Any penetration team must be mature enough to weigh the impact of local politics when conducting the test. During the test, sensitive information about people, projects and many other facets of an organization may be revealed. This information must be handled discreetly and maturely such that vulnerabilities are discovered without invading the privacy of individuals. It is also recommended that the senior manager of any network operations or MIS group be informed of the testing. This can avoid resource-wasting investigations into hardware failures and other network interruptions that may have been caused by the penetration testing. It can also limit overreaction to employees that may discover evidence of the penetration attempt.

6.20.3 Us versus Them

If network operators have any knowledge of the penetration test before it happens, there is a high chance that they will take extra steps to secure the network. This may represent a higher state of security than what is normally available. There have been some instances of network administrators trying to secure the network even as the testing was progressing. 

The human factor may also become involved in penetration testing. It is quite conceivable for an administrator to make claims about the security of a network at staff meetings and to their management. When a penetration test shows vulnerabilities, emotions may become involved. These emotions may over-emphasize the seriousness of vulnerability or the exact opposite. It is just as likely for a penetration test team member to search for any vulnerability, no matter how small, as it is for an administrator to downplay test results. 

6.20.4 The Slippery Slope 

Experienced security testers are very capable people, but when they do not find easy ways to compromise a network, one or two courses of actions ensue. First, the testers claim that with more time, they might have been able to break in. In this case, the tester should be able to demonstrate the data to support those claims. 

If the data is promising, you way wish to authorize a second test. Second, if a compromise has not been achieved, the tester will point out possible denial of service attacks, sensitive information that should not be on public web sites and many other things that don't directly affect the security of the network. The seriousness of these suggestions should be considered, but they are usually indications that the testers were not able to break into the test network.

6.20.5 Zero-Day Exploits

Experienced network penetration testers should have access to the latest vulnerability and exploit information. Since they test networks for a living, they have the resources to attempt new attacks, monitor information security sources and even develop their own tools. Many of these brand new attacks are christened "zero-day" exploits. Many network administrators do not have the resources to keep up with these vulnerabilities. If a penetration tester breaks into a network with a zero-day exploit, it only proves that the tester has access to vulnerability information that the network administrator does not have. In this case, the results of the test should be considered in terms of realistic expectations. For example, breaking in with a zero-day exploit may demonstrate that a network organization needs to have their resources augmented with extra staff and possibly extra equipment. 

Understanding the nature of zero-day exploits is another way to understand the nature of penetration testing. If the testers break into a test network by guessing passwords or using common (older) system exploits, then this may indicate that the network has not been secured. Testers may complain that there were too many ways to break in, and that they didn't need to break out the new exploits. On the other hand, if the testers had to work three days straight to find a way to make the latest vulnerability work against a test system, this indicates a network that is much more robust. In both examples, each network was vulnerable, but the degree of difficulty to accomplish the break-in was much different. 

6.20.6 Fratricide

It happens more often that one would think, but there have been many cases of penetration tests launching attacks against networks that were not authorized for testing. Sometimes this occurs when the test is starting and a tester incorrectly enters a network address into an automated scanner. Other times it occurs during the heat of testing when trust relationships are being exploited. Fratricide affects the results of penetration testing primarily by delaying the execution of the test. 

6.21 Common Omissions

The following is a list of the top fourteen things that normally go untested as considered by the author. Of course, various penetration testers test some of these areas, but most of them are not. This list is meant to illustrate the broad range of network attacks that are available to a hacker. It does not consider physical attacks or social engineering. The list is also not in any particular order, as many of these attacks are equally as likely to succeed. 

6.21.1 DNS Spoofing

The DNS system is used to convert IP addresses to domain names and vice versa. The protocol has no authentication and hosts "believe" anything they receive that looks like a correct answer. Here are some techniques that can be used to modify how the DNS system works:

6.21.1.1 Break into the target network DNS server

Many versions of BIND have buffer overflows that can result in direct compromises. Exploits for Linux DNS systems are easily executed and widely available. Exploits for more obscure platforms such as HP-UX and x86 based Solaris have also been demonstrated. It may also be possible to break into the machine via a different vulnerable service on the same system. Once a DNS system is "owned", it is trivial to affect the information given out.

6.21.1.2 Spoof DNS responses

If an attacker is in the position of observing DNS queries and responses, then they can trivially spoof bogus answers. Other DNS servers or the client computer making the query will believe these bogus answers. Common "positions" used to observe DNS queries are other systems on the target network, systems outside the network firewall, and systems on the same networks as queried DNS servers.

6.21.1.3 DNS Cache Poisoning [1]

Many DNS servers can cache the information they process for a finite amount of time. This speeds up DNS resolution with the theory that if someone asked a question once, they will probably ask it again soon. There are many techniques available to poison a DNS cache. The Cybercop scanner tests for some of these. For a more complete discussion about DNS cache poisoning, please refer to.

So what can spoofed DNS information do for a penetration tester you ask? Traditionally, penetration testers have used spoofed DNS information to exploit UNIX systems via the rlogin and NFS services. The rlogin service has a variety of trust mechanisms, some of which depend on DNS. Many NFS servers would also export file systems to machines that had a matching DNS name. These techniques are still valid, but have fallen out of practice with many penetration testers because of the decline in the use of rlogin and NFS. Here are some DNS spoofing penetration testing techniques that can be used in modern network environments:

6.21.1.4 Redirect web browsers to you

There are vulnerabilities in the Netscape and Internet Explorer browsers. Using DNS spoofing to force a browser to come to your WWW server instead of the real site can demonstrate the ability to attack web clients. Spoofing DNS names for common start up pages such as Netscape and Microsoft's home pages may net browsers as they are initially started. Also, spoofing names of likely browsed web sites such as Internet search engines is another technique. One could imagine a sophisticated web server used for this sort of testing that would recognize the browser in use and then automatically serve it the appropriate Java or ActiveX vulnerability.

6.21.1.5 Make logins come to you

There are many clear-text protocols still in use today. Telnet is still alive and well. FTP and POP email both use clear-text protocols. Creating a server to emulate any of these services is trivial. Combining that and some DNS spoofing can cause "normal" traffic to come to your fake servers where the usernames and passwords can be obtained. For example, consider a web server that is a clone of Microsoft's Hotmail server (www.hotmail.com) in that it's splash page looks identical. By spoofing DNS, a penetration tester may be able to force a Hotmail user to unwittingly divulge his or her password. The facade may become even more believable, if the server automatically forwarded the data to the real Hotmail server.

6.21.1.6 Make network traffic come to you

When spoofing DNS, it is also possible to redirect a variety of other network traffic. This traffic may be of interest to a penetration tester. Some examples include SMTP messages and SNMP queries. An SMTP message may contain sensitive corporate data and can be easily forwarded onto the proper destination. SNMP queries are also useful because they contain the SNMP community string.

There are many reasons that DNS spoofing is not attacked during penetration tests. It is very common for penetration testers to be unwilling to negatively impact a target network's normal operations in any way. Manipulating DNS can cause outages and extra work for network administrators. For example, some DNS overflows are "one shot" in that they either work or crash the server. Another reason that DNS is seldom tested is because the cure is more painful than the vulnerability. For example, not allowing POP email or web browsing by employees from their desks is usually frowned upon, even though it is a huge security risk.

6.21.2 Third Party Trust

There are many forms of third party trust. Third party trust includes any network relationship where one party is granted some sort of privileged access based solely on who they are. Here are some examples:

6.21.2.1 Allowing certain IP addresses/ISPs through a firewall

Many network organizations allow remote access to their networks and this is usually accomplished via a firewall rule. The authentication is based totally on the source IP address of the network traffic. Some companies have been observed to allow entire ranges of IP addresses from known ISPs because of the lack of fixed IP addresses.

6.21.2.2 Trusting network information and services from an ISP

We’ve already talked about DNS, but there are many other types of network information that an ISP can provide to a customer. Routing information is crucial for proper network connectivity. If the network is complex enough, BGP may even be used. Some ISPs provide monitoring of customer equipment. This monitoring may be in the form of SNMP queries, Syslog monitoring and even Telnet/Shell access. And finally, an ISP may actually be hosting a customer server. In these cases, the ISP owns the hardware and operating system, while the customer owns the data. 

6.21.2.3 Virtual Private Networks

A virtual private network (VPN) is a secure communications protocol that encrypts traffic between two endpoints. At each endpoint, the traffic is decrypted. Traffic can consist of one-to-one, one-to-many and many-to-many conversations. A typical application for a company would be to place a VPN at a satellite location. All traffic between the location, other satellite locations and corporate headquarters is automatically encrypted. 

Each of the above examples is now examined for possible attacks and why those attacks usually aren’t tested during a penetration test. We also offer some real-world recommendations to compensate for this.

6.21.2.4 Allowing certain IP addresses/ISPs through a firewall

The attack is obvious and an old one. Simply break into one of the trusted set of IP addresses and then use that to access the target network. IP spoofing is a valid attack, but let’s assume that the penetration team is not in a position to exploit that technique. 

As simple as it sounds, in practice, this is almost never tested. Why? Many times the target network does not own any assets of the trusted network! For example, if a target network allowed access through the firewall from a range of AOL IP addresses, the testers may not know that. If they did, they could easily obtain access to AOL at a small cost, but then AOL may observe the security testing and become suspicious. In other cases, accounts to the trusted network cannot be easily obtained. Consider the numerous military and government organizations that trust two or three other organizations. In the commercial world, many companies have these third party relation ships with other companies. 

To accurately test this vulnerability, two things must be accomplished. First, the trust relationship must be verified as a threat. To complete this, invoke what the NSA calls the “Infosec Advantage”. This simply means to work with the security testers and give them as much information as possible. Together, all of the trust relationships can be accurately determined. Second, the testing team needs to simulate the trusted access. Options include obtaining permission for the testers to break into the trusted site, giving an account on the trusted site to the testers and also opening up the firewall to allow the testers into the target network as if they were coming from the trusted network. 

6.21.2.5 Trusting network information and services from an ISP

We’ve said before that an ISP provides a great deal of information to its client networks. Many times modification of this information can be used to obtain access to a target network. Modifying DNS, SMTP and routing traffic can be a great asset to a penetration testing team. For example, if all email could be redirected for scanning of keywords, this could contain a lot of sensitive information. If routing could be alerted, traffic could be monitored. Traffic could also be monitored if the ISP were compromised.

Obviously, most ISPs would not want to be targeted by a penetration test of one of their customers. The network security status varies from ISP to ISP. Some have very strong security, while others can have their NOCs compromised relatively easily. ISPs do not want anything to interrupt their operations, because they have “service level agreements” (SLAs) that they must meet with their customers. Any interruption could cost the ISP money and resources. Similarly, most target networks also wish to avoid network outages. 

To simulate this vulnerability, one option that a penetration team can exercise is to deploy a computer system on the target network’s perimeter. Ideally, this would be placed just outside the firewall or border router. The team should first concentrate on obtaining as much passive network data as possible. On modern networks, it is still common to find sensitive information in clear text. Some of the more common clear text information obtained includes web username and passwords. If passive analysis of the network data does not yield fruit, then an active approach may be necessary to demonstrate an ISPs impact on security. From the monitoring host’s vantage point, DNS spoofing, TCP hijacking and IP spoofing should each be readily accomplished. More complex attacks such as altering network routes should be accomplished with the cooperation of the network administrators of the target and possibly the ISP.

6.21.2.6 Virtual Private Networks

There are two basic attacks that can be performed against a VPN. The first attack is to defeat the encryption used to protect data. If the encryption can be trivially broken, then all sorts of passive network monitoring attacks can be executed. The VPN encryption may also be able to be broken using an active technique. For some VPNs, such as Microsoft’s PPTP, passive analysis and active packet spoofing can result in access to the VPN. See [2] for more information. The second technique is to directly attack a network, which is behind a VPN. Theoretically, access to such a network will result in access to the entire network protected by the VPN. Several VPN devices also allow for firewall rules to be placed on the VPN link, but these rules are usually less secure than if they were protecting access from the Internet.

Many times, a tiger team does not test the VPN because they do not know about it. Also, if it is known, then the client software to test connectivity with the VPN may also not be readily available. Sometimes VPNs are used with trusted networks and many of the topics discussed in that section also apply. Some advanced attacks against VPNs that exchange keys in the clear may also be accomplished if the tiger team can execute man-in-the-middle attacks. However, unless the VPN was set up incorrectly, the most likely path of attack is to find a network node of the VPN, which can be compromised.

Simulating this attack is difficult. Many times, an independent review of the VPN’s topology and implementation by a third party may be in order, rather than relying on the tiger team. A tiger team should still use a network analyzer to capture and analyze network traffic that is supposed to be encrypted. 

6.21.3 Custom Trojan Horses

There are several types of Trojan horse programs. These range from binary programs for a variety of platforms to documents that contain macros. They all contain code that most end users are not aware of. Traditionally, such code has been destructive in nature. Viruses and logic bombs have cost countless hours of productivity for many network administrators. However, when this custom code contains backdoors that bypass network security mechanisms, the security of an entire organization can be compromised.

Recently, there has been a surge of Microsoft Trojan horse programs such as Back Orifice, Back Orifice 2000, NetBus, NetBus Pro and many others. These “programs” can be surreptitiously placed on a target computer. Once there, full control of the target computer is usually obtained through a remote client. The backdoor can be quickly placed with physical access or even hidden in a “trusted” application. These “trusted” applications can include executable email attachments, programs downloaded from the Internet and even demo programs delivered on physical media. 

Microsoft platforms have also recently had to endure a barrage of macro viruses that effect products such as Microsoft Word and Excel. Many of these malicious macros have been disruptive in nature, but the macro languages are sophisticated enough to download programs and execute them. Some macros are sophisticated enough to actually become the Trojan server. There are many other data processing applications that are vulnerable to Trojan horse macros. 

For penetration testing purposes, these programs are hardly used because of time and reliability. Time is a factor because it may be very difficult to identify a vulnerable target. Imagine the highly paid ethical hacker using her network probes to identify Windows 95 machines. She will have a tough time targeting those specific machines with a Trojan program or macro. There may be some email information that could be used to blindly send to an unsuspecting target employee, but that is not precise. Social engineering could be used to identify specific people or maybe even send them some fake software updates on physical media. But once more, this takes time. The second issue is reliability. There is no guarantee that sending an email to someone actually targets the customer’s computers. For example, many Internet users forward multiple email addresses to a central location. Imagine a user who is working from home receiving an email containing a Trojan horse from an ethical hacker. Sometimes Trojan horse programs are not widely tested and have unanticipated effects on target networks. 

There have been some cases of ethical hackers testing a target network with this technique. A common ploy is to find as many company email accounts as possible and simultaneously send them forged, “Spam” email containing an executable attachment. The theory is that someone will run the attachment. If the attachment is a client-server application, then the tester may still have to bypass a firewall. If the attachment is more sophisticated, it may try to automatically connect to the ethical hacker’s computer to receive instructions. 

In many cases, the solution to this type of vulnerability is employee education, deployment of malicious code detection software, a PKI infrastructure to verify email transactions and possibly even changes in basic Internet access. Since these changes are encompassing, it is recommended that the CEO, CIO, or the appropriate decision maker be given a full demonstration of the vulnerability. This demonstration should not be canned. It should contain several demonstrations on the target network that may involve spoofed emails, DNS spoofing, custom Trojan horses, common Trojan horses and in some cases, extraction of company data via a Trojan horse. The important thing for the ethical hacker to consider is to convince the CEO or CIO of the vulnerability (if there is one) without negatively impacting the target network’s operation. 

6.21.4 Database

Many networks have had one or more databases on them for some time now. Network users access the databases with custom applications. Today, it is very common for web based “front ends” to be written that automatically query databases for information. By and large, there are very few exploits or “zero-day” hacks that allow unauthorized users to access database resources. Regardless, the database is often not directly targeted during an ethical hacking test.

There is one type of database test that is gaining popularity. During web server testing, it may be possible for an ethical hacker to obtain the source code to a “server” program. Typically these are CGI-BIN and Active Server Pages programs. Very often, if these programs need to exchange information with a database, then they may have authentication information embedded in their source code. For example, a Windows NT IIS web server may make network queries to a Microsoft SQL server from an ASP application. If the source code of the ASP contains usernames and passwords to the SQL server, then the SQL server may be directly accessed with a generic SQL client.

Most ethical hackers do not attempt to test database servers because they are not familiar with them. In general, network security professionals do not ascend from the ranks of database administrators. There are some, but most security analysts haven’t even set up an SQL database. Of all the types of security experts that are out there, those that concentrate on NT networks seem to have a better grasp of databases such as Microsoft SQL.  

ISS has recently released a security product that scans database implementations. This is an excellent trend and a one of a kind product. Databases have their own complexity, and many implementers make common configuration mistakes that effect security. For starters, someone out there must be teaching Oracle DBAs to add an ‘oracle’ user account with a password of ‘oracle’. 

It is recommended that an ethical hacker become familiar with at least one type of database technology. For NT systems, Microsoft’s SQL server is commonly deployed. For Unix networks, there are a variety of different SQL technologies. MySQL is a free version of SQL that many universities and small ISPs are using to track data. Larger organizations tend to use Oracle databases, which is available for both NT and Unix platforms. A knowledge of database operation is required to find vulnerabilities and to recommend security fixes.

It’s also interesting to note that the database is where a majority of the most sensitive information is stored. 

6.21.5 Routing Infrastructure

There are two ways that a routing infrastructure can generally be attacked. The first is to alter the routing logic through spoofing of the native routing protocol. The second is to compromise a network node that is making routing decisions and then directly change routing information. Both of these methods are hardly used in ethical hacking tests.

Attacking routers has a high chance of negatively affecting a target network. If a mistake occurs, there is a high chance that the target network will experience a network outage. For commercial consulting scenarios, this is unacceptable. For most hackers, it is also unacceptable because the cause of the outage will be investigated.

The skill of the ethical hackers is also a reason why routing infrastructure may not be detected. A majority of the hacking exploits that exist today are for Unix and NT platforms. It is very unlikely for these platforms to be routing packets although it does occur. More likely, Cisco routers are used to move packets across a network. Except for trying some default usernames and passwords, there are few direct attacks against a particular router. SNMP control and web based administrator access have been some recent paths of attack, but many times that access cannot be used to dramatically alter how traffic is flowing. 

The topology used in a test can also influence an ethical hacker’s attack path. For example, consider a small office that owns a class C network block and only has one router. There really isn’t a complex topology to target. If the network is protected by a firewall and it is configured correctly, there are very few attack points for a typical “scan and cash” ethical hacker probe. The topology that a hacker would exploit in this case is the network of routers that feeds the target network. Most likely, these routers are owned by an ISP and not by the target network. They are off limits to most ethical hacker tests. A hacker would want to control those first few routes in order to sniff traffic, spoof DNS, hijack network connections and many other techniques to leverage access.

Protocol spoofing can be used to alter almost every major routing protocol. RIP and OSPF have many attacks that can be affected simply by injecting fictitious route information in the form of spoofed packets. The general hacker community has provided some publicly available RIP tools, while OSPF tools remain the property of sophisticated ethical hackers and high-end hackers. Spoofing ARP packets in order to overcome layer two-security partitioning is another technique to overcome topology segmentation.

In many routing products, the protocols involved include a mode that encrypts all routing information. This makes it very difficult for anyone else to spoof routing traffic. However, many network engineers do not enable this feature because it has a negative performance impact. Demonstrating illegal control of routing is necessary to convince network administrators who believe it is not possible. 

Hacking routers is a not a common art. Typically, most security analysts are comfortable configuring a small Cisco router, but when making changes to a high-end router with multiple OC-3 links, most ethical hackers have not had the chance to do this. One way to combat this is for an ethical hacker team to hire a network engineer for their expertise. Another way to overcome this is to use a sympathetic network engineer from the target network. 

Typically, ethical hackers have gone after three types of routing access. First, if the Cisco configuration file is obtainable, some password information may be obtained through decryption. I’ve heard of some organizations that publish their Cisco configurations on the Internet. This is almost as bad as publishing non-shadowed password file. Second, hackers will target SNMP in the hopes of obtaining write access. Many networks still use the SNMP v1 network management protocol. That version has no encryption and uses a clear text string called the ‘community string’ to control access. If the community string can be guessed or obtained, then in some cases, control of the router can be accomplished. The last thing that hackers traditionally try is to sniff password information and in some cases, attempt to hijack router telnet sessions. There are other attacks, such as searching for out-of-band modems used to administer the routers. 

Lately, there has been an increase in the amount of attacks used to gain access to Cisco routers. It seems that source code to the Cisco IOS operating system is widely available in the hacker community and it is being searched for vulnerabilities. It is difficult for many ethical hackers to obtain IOS source code legally. However, any well-paid ethical hacker should posses the skills necessary to reverse engineer a CERT or vendor security advisory to result in a usable exploit. 

6.21.6 Testing the IDS

Many networks run some sort of network or host based intrusion detection system. The ethical hackers or tiger team should specifically attempt to identify the IDS and attempt to launch attacks that bypass it. There are several types of IDS testing that can occur. These range from simply launching attacks and seeing if anyone is watching the IDS, to crafting specific attacks that go undetected.

Identifying the IDS may be easier than most people think. One would be surprised how many people name things "ids.company.com" or even "nfr.school.edu" which makes identification of the IDS platform trivial through DNS. Of course the DNS information could be a deception, but in many cases it isn't. Many organizations also make claims about their security on their web pages. ISPs, universities and government organizations are notorious for this. If someone says they are using ISS RealSecure to protect their network, they probably are. Other more sophisticated identification techniques include watching for SNMP traps from the IDS sensors, scanning for particular open TCP and UDP ports, and even using the same IDS client in an attempt to connect to an IDS central console. 

When attacks are launched, it is very important to record exactly which attack was launch from where and when. This log should be compared to what the target network is aware of. For instance, a slow ping sweep may not be detected at first while a brute force HTTP password attack generates all sorts of alerts and logs. By choosing low intensity attacks first and then gradually increasing their verbosity, a penetration test can find out how sensitive a network is to probes and attacks.

If the IDS is known, then technical attacks that bypass the IDS should be attempted. The many techniques used to bypass IDS are a subject of much debate. However, there is nothing like a real-world test. If an ethical hacker team wants to modify their attacks to avoid detection, then they should be allowed to do so. Several tools such as Fragrouter [3] can be used to convert a variety of attacks into packet streams that will be incorrectly reassembled by most packet based IDS systems. Fancy attacks aside; the latest zero-day exploits may also yield low chances of detection. 

All in all, if the IDS is to be tested, its logs should be compared with the actual attack list and sequence in an after-test meeting. There may be lots of finger pointing at this meeting, which results more from politics than technology. In any case, the following questions should be answered. One, at what point was the target network aware that they were being probed and/or under attack? Two, how much advanced notice did the target network have of the impending security test? Three, what steps would the target network have taken to contain the ethical hackers? There are probably more questions, but if these are outlined up front, there is less room for hurt pride and embarrassment for all involved parties. If possible, a mediator should run the meeting.  

6.21.7 WWW Server Side Includes

Many complex web servers use some sort of server side include (SSI) to "keep state". This allows a web server to recognize a previous visitor and maintain the illusion of a session. For example, with the use of an SSI, a web server may be able to recognize a web query from a recent user. This may allow the web user to custom generate HTML code for the particular user. Unfortunately, sometimes the SSI feature is used for security purposes. By spoofing the SSI, a web user may be able to access other "sessions" which may contain sensitive information.

During a penetration test, an ethical hacker will almost never use this exploit. There is a good chance that an exploit of this type may divulge a customer's or users sensitive data. It may even disrupt an e-commerce transaction. 

Typically, if the server is tested, it is tested off line with a white box inspection. Close in examination of CGI-BIN, ASP or even JAVA code can discover blatant security problems, which may be more difficult to find remotely on a live server. 

6.21.8 TCP Hijacking

As common of an attack as TCP hijacking is, it is almost never used in a penetration-testing scenario. Typically, the types of sessions that can be hijacked contain enough sensitive information in them such as clear text passwords, that session hijacking isn't needed. However, passwords can only get people so far. Session hijacking is very useful for a number of things that often go untested by an ethical hacker.

One of the most common things that ISPs do to give web page administration access to their customers is to issue Secure-ID tokens. These tokens use a one-time password to authenticate the user to the FTP server. This makes password sniffing totally useless. However, the FTP protocol may be hijacked. In other words, an attack could wait for an authenticated FTP session to start and then hijack it. Typically, Telnet is not used with Secure-ID, but is replaced with SSH. For many reasons though, FTP is still in use by most ISPs. 

Hijacking is also useful when an IP filter is present. Routers with ACLs, firewall rules and even TCP Wrappers can prevent sessions such as Telnet and FTP from occurring. With TCP hijacking, it is possible to avoid those security mechanisms. It is very common for a router engineer to secure their Telnet access with an ACL that limits login from a few IP addresses. If an attacker can see the Telnet session, she can take it over with a hijacking tool. 

Depending on the topology and the protocols involved, hijacking may be a vulnerability that many ethical hackers talk about in their final penetration testing report, but that few actually do during an assessment. 

6.21.9 Testing the Firewall

Almost every penetration tester uses some sort of port scan to find attack paths into a target network. But it is very rare for an ethical hacker to attempt to identify the firewall, or identify how it is configured. There are many ways to identify a firewall. Once a firewall is known, it may be attacked. Identifying how a firewall is configured is also useful for determining the type of attacks one could try to bypass it. 

Typically, ethical hackers who rely on tools such as Nmap, ISS Scanner or CyberCop don't get a good overall picture of how the network topology affects security. These tools simply scan a list of IP addresses for available services and then interrogate them for vulnerabilities. Without a sense of topology, ethical hackers will miss out on alternate attack paths. For example, many network organizations configure a DMZ to place SMTP and HTTP servers on the Internet without exposing the internal network. If a DMZ server could be compromised, it's possible that it's firewall rules may not be as restrictive as those directly from the Internet.

There are many ways to identify firewalls. Products like Checkpoint and Interlink have many default ports that can be used for identification. In some cases, a firewall will use the host's IP stack and TCP/IP fingerprinting can be used to find out the operating system. If all traceroute paths seem to go through an NT or Linux machine, then it may be the firewall. And just like the IDS, don't be surprised if you see a "firewall.company.com" address when evaluating the DNS. Discovering Cisco routers or routers in general that are filtering packets is also a possibility. 

Discovering how a firewall is configured is also useful to an ethical hacker. Tools such as Firewalk [4] are extremely noisy, but can produce an accurate model of how a router or firewalls are configured to drop certain types of traffic. For instance, if high ports (above 1024) are open, then scanning for X-Window servers and high RPC ports may be worthwhile. If there is enough time, scanning the entire UDP and TCP space may be accomplished, but this is a very noisy and very slow technique. Knowledge of a firewall's configuration can help focus large port scans. 

Along the lines of figuring out how a firewall is configured, attacks to bypass the firewall may also be chosen. Attacks such as fragmentation (good luck on that working), sending in RFC 1918 traffic, encapsulating protocols such as IP and IPX and even source porting can yield a variety of results.

Of course, the best way to test a firewall is to sniff traffic inside and to send traffic from the outside. With this technique, a large amount of traffic can be generated to brute-force test the firewall. Any traffic that leaks through the firewall should be evaluated for its usefulness in an attack. 

6.21.10 ISDN Phone Lines

Many security consultants offer ethical hacking of a customer's phone lines. There are all sorts of systems that are connected to networks and to a phone line. Out-of-band router and server access is pretty common on many large ISPs. Testing those lines for common passwords and password-less access is becoming very common. 

Increasingly, many people are placing systems on ISDN phone lines. There is greater bandwidth and in some cases, greater security. When a non-ISDN war dialer attempts to dial an ISDN phone line with a digital data service over the B-channels, the analog modem war-dialer will not detect the data service. The ISDN signaling (Q.931/Q.2931) will not allow for the successful routing and connection between an analog line and a known ISDN data service.

All that an ethical hacker would need to continue their testing would be an ISDN terminal adapter capable of supporting the ISDN protocol stack and data services.  She would then need to write the software to interface with the ISDN equipment, which would scan known ISDN data numbers and attempt to connect. The ISDN technology will automatically negotiate a typical PSTN dial tone. If the connecting phone number is an ISDN line, then the connection won't be disconnected. This sort of testing is necessary in Europe where ISDN is prevalent.

6.21.11 Network Brute Force Testing

Brute force tests invoke the miracle of computer automation. It is trivial to program a computer to attempt almost any sort of network login and record successful logins. If weak passwords are prevalent in a network organization, then it is more likely that a brute force attack of this type will be successful. The key to a successful brute force attack is to select a target that has a high degree of success and a small chance of being logged.

What type of target's had a high degree of success? There are two types. The first is to exploit the public. Anytime that a large number of users is involved, there is a high chance of discovering a few users that have chosen bad passwords. If a user list is obtainable, this attack is very easy to execute. Simply using a small common dictionary of passwords against each username will result in a few successful logins. If a user list is not available, the attack takes exponentially longer because the users must be brute forced also. The second type of exploit is to search for common username and password pairs that are typical to large network organizations. Some hackers pride themselves on the password and username pairs they've run across through the years. For example, using a username of 'oracle' and a password of 'oracle' may grant a successful login in many more places than one would expect. 

Another notion to consider is the amount of time between login attempts. If the amount of time is more than a second, then it may be impossible to make large numbers of attempts in a small timeframe. The typical three tries and then you're out rule can make brute forcing difficult, as a new session is required. If this session is over a modem, then the dialing, answering and modem negotiation can take an excessively long time. 

Historically, the POP and REXEC services have been targets of brute force attempts simply because they did not have their login failures logged. Today, various SSH servers can be used to attempt brute force password guessing without failures being logged. REXEC (thanks to Tivoli and HP Openview installations) is also becoming very common at large ISPs. 

To give them credit, ethical hackers tend to avoid brute force attacks in favor of less noisy methods. However, when most attacks during a penetration test fail, the brute force attack method is seldom used. Sometimes the attack does not even need to be a direct compromise. Some ethical hackers search for the finger service and then use a dictionary of common usernames to build user lists. A similar technique can be used on many MTAs with the "VRFY" command. 

One thing that ethical hackers are trying today is to brute force SNMP community strings. There are two problems with this technique. First, for each failure, most SNMP devices will send an error message to a central SNMP server. Large numbers of these can easily be detected. Second, the attacks themselves are inaccurate because of the UDP protocol. It is trivial to send in thousands of SNMP queries a second in as many UDP packets, but it is difficult to tell exactly how many are being received by the target. For large networks, it is better to attempt the brute force attack over the entire network rather than bombarding one SNMP node.

6.21.12 Testing non-IP networks

There are many other network protocols than the Internet Protocol (IP). IPX, SNA and NetBEUI are still quite popular and usually operate on the same network segments as the IP networks. Most ethical hackers tend to concentrate in the TCP/IP and Unix world. Mainframes, Novel networks and some Microsoft network technologies have been around for quite some time. There are many legacy networks that have been retrofitted to run IP over them. 

This results in a situation where an ethical hacker may be able to compromise a target via an IP pathway and then load up a set of tools that will probe and attack a non-IP network. One of the best examples of this type of tool is Simple Nomad's IPX exploits for the Linux operating system [5]. With tools like this, ethical hackers may attack non-IP networks.

Another avenue of possible exploitation is from encapsulating non-IP packets in IP packets. Many devices understand the IPnIP or GRE protocols. Both protocols allow for an IP packet to carry other IP packets from point to point. The same technique can be used to carry IPX, SNA and many other protocols. Scanning tools such as CyberCop actually have checks for these types of packets. 

Typically, ethical hackers do not test these other topologies because they do not have knowledge that they exist in the first place. Using a samba client over IP is not the same as scanning for Windows 95 and Windows NT servers that do not have IP stacks. In order to simulate and find these vulnerabilities, ethical hackers should sniff the network for non-IP traffic once access is obtained. If access is not obtained, sending in IPX or NetBEUI packets encapsulated in IP packets to many network devices are a valid scanning technique. Analysis of any returned traffic may be able to shed light on the protocols and possible vulnerabilities associated with the target network. 

6.21.13 Ethernet Switch Spoofing

Many network organizations claim enhanced security by using layer two switching. This technology, also called VLAN, only sends traffic to a computer that is destined to that computer. The motivator for this is performance. Older technologies would broadcast each Ethernet packet to all connected computers. Any computer could have been running in "promiscuous" network mode where all packets were recorded.  Such attacks were able to divulge passwords and other sensitive data. The Ethernet switch added a certain amount of security by only sending traffic to its proper destination. All connected computers did not receive all traffic. They only received broadcast traffic and traffic that was sent to them. VLAN technology actually allows complex switches to establish "virtual" LANs. These VLANs can simulate small broadcast networks or small switched networks. 

The Achilles Heal of this technology is in how these switches handle broadcast traffic. A typical attack is to use a program that sends fake ARP requests and replies. Typically, these switches keep tables of IP addresses and Ethernet addresses. By sending in Ethernet packets with a broadcast source address, the switch may think that some or all IP addresses actually broadcast Ethernet addresses. This causes some switches to broadcast all IP traffic to all listening devices. Some TCP hijacking tools such as "hunt" [6] actually use these techniques to defeat some layer two switches. 

Ethical hackers tend not to test these switches because of their unpredictability. Unless an ethical hacker has had experience with a Cisco 5500 or comparable switch, she may not be as willing to try some newer techniques on a customer's network. The best way to test these vulnerabilities is with the cooperation of the local network engineer. It will fall on them to fix the problem if there is one, so getting them involved from the start is a good thing. In many cases, there are configuration changes that can be made to the switch to avoid the layer two spoofing.   

6.21.14 Exploiting Chat Tools

Many large organizations have users that use a variety of chat tools. Traditionally, Internet Relay Chat (IRC) has been the most common chat tool, but new products such as ICQ and AOL's Internet Message tool are competing heavily in their ease of use and popularity. 

Many clients that are used to connect to the chat rooms have security vulnerabilities in them. Ethical hackers may wish to target individuals from a network organization by searching for users from that domain in various chat rooms. Most of the chat rooms have user search features that allow online users to be located quickly. Also, sometimes the information may reveal IP addresses and username information.

Ethical hackers usually do not attempt to attack target networks this way. The notion of directly attacking a target network through a third party is questionable. On the legal side, there is also a big problem with possibly attacking the wrong target. Protocols such as DCC may allow two users to talk directly with each other and they may also act as new attack paths. Tools such as Cybercop actually have features that check for online IRC users and can be configured to launch attacks against their chat clients. 

Another technique that is often overlooked by ethical hackers is to use social engineering. Finding someone online from a target network can provide a variety of "free" data. Getting someone's email address, a few co-worker names or even their operating system may be very useful during a penetration test. This information gathering is often very slow and does not have any guarantees of success. 

6.22 Final Thoughts

There is much more to penetration testing than running a few tools and producing a report. For as much vulnerability that is checked by those testing tools, there are as many additional techniques that are available to an ethical hacker for finding vulnerabilities. While ethical hackers are usually bound by time, legal permission and experience, they have an obligation to provide as realistic of an assessment as possible.  

To get the most bangs for the buck, don't forget about your "Infosec Advantage". As soon as the sneaky testing is over, walk on over to those target servers and get a manual inspection of them. Usually, you will be surprised by what you find. 

=====  End of extract from Ron Gula =====

7. GLOSSARY

Having a thorough dictionary available in this document would make the document too bulky.  Instead I propose that you refer to some of the outstanding security glossaries that are available online.  The following two are a good start:

The Jargon File:  http://www.fwi.uva.nl/~mes/jargon/t/top-orig.html 

The merged glossary:    http://ise.gmu.edu/~csis/glossary/merged_glossary.html 

RFC2828, Internet Security Glossary:  http://www.landfield.com/rfcs/rfc2828.html 
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A GREAT LOSS…





I would like to dedicate this first study guide to my friend Don Guthrie who passed away on the 9th of February 2001, in a very tragic snowmobile accident





Don was a gentleman, a great security guru, and best of all always there to help.





We will all missed you very much my friend  





Rest in peace.
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